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Learning from heterogeneous data

Motivation for heterogeneous data analysis

Semantic relational learning
— Propositionalization approach (repeated from Lesson 3)

— Top-down search for rules with Hedwig
— Reducing the search with NetSDM

Propositionalization of heterogeneous information networks
— TEHmINE
— HINMINE

Practical exercises with HINMINE



Motivation for heterogeneous data analysis: °
Various data types

Relational data
— Single relation —» Machine learning from tabular data

— Multiple relations — Relational learning and ILP from
multiple tables: one target data table and background
knowledge encoded in related data tables

(recall relational learning from Lesson 3)
- Text data

— Text mining and natural language processing
(recall text mining in wordification from Lesson 3)



Motivation for heterogeneous data analysis:
Various data types

Heterogeneous data
— Different data types: entities, tables, texts, pictures, ...
— Involves interconnected entities

— Semantic relational learning — data analysis with
background knowledge in the form of ontologies,
(hierarchical relations between entities/concepts)

(this lesson, including Hedwig and NetSDM)

— Graph and heterogeneous information network analysis
(this lesson, including TEHMINE and HINMINE)



Semantic Relational Learning (SDM)
Using qnt}olﬁogies as background knowledge in learning

[ ontologies J

target(A) :-
’Doctor’ (A), ’Italy’(A).

Semantic —
annotations, > Relational i T
mappings Learning P )
Given: tar%SZEi)iC‘;:(A), ’Germany’ (4) .

A s transaction data table, relational database,
[ data } text documents, Web pages, ...

= Ohe or more domain ontologies
Find: a classification model, a set of patterns




Motivational example

client
id occupation location account ...  big spender
0 Doctor Munich Gold e yes
1 Nurse Rome Classic e yes
2 Finance Krakow Gold e yes B
< _Public )

27  Retalil Bologna Classic ... no js-2
28  Finance Nuremberg  Classic ... no uriiey ¢ industry ) Education )
29  Nurse Augsburg Student ... no

married

clientl1ld client2Id

1 2

located-in

BankingService

) Deposit )

. Poland

InvestmentFund

-

located-in ocated-in

Bavaria - ") 7 Hesse )
-~ - -

GlobalShare

located-i

Augsburg

located-in




Motivational example

big_spender(X) ¢ married(X, Y),
has_occupation(Y, healthSector),
uses_service(Y, goldAcc)

big_spender(X) < has_occupation(X, doctor),
uses_service(X, deposit)

big_spender(X) < lives_in(X, germany),
has_occupation(X, serviceSector),
uses_service(X, investment_fund)



Example biomedical ontology GO

Using domain ontologies as background knowledge, e.g.,
using the Gene Ontology (GO)

« GO is a database of terms,
describing gene sets in terms of their
— functions (over 12,000)
— processes (over 2,000)
— components (over 7,500) so.0006520

G0:0009308
amine metabolism

G0:0009309
amine bio-

G0:0006576

: id : bi S
» Genes are annotated metabolism ynthsis metabolism
to GO terms e
» Terms are connected amino acid @ coonosant
biosynthesis biogenic amine synthesis

(is_a, part_of)
* Levels represent terms generality



Using GO as background knowledge e.g.,
in DNA microarray data analysis

First-order features, describing

gene properties and relations ... P s

between genes, can be viewed / l L L
as generalisations of individual

genes




Gene ontology encoded in Prolog:
Example DNA microarray data analysis

- Ontology terms and relations encoded as logical facts in
Prolog, e.g.
component (gene2532, 'GO:0016020") .
function (gene2534, 'GO:0030554") .

process (gene2534, 'G0O:0007243") .
interaction (gene2534,gened4803) .

- Gene labels also encoded as facts, e.g. positive and
negative examples

diffexp (gene64499). random (gene7443) .
diffexp (gene2534). random (gene9221) .
) .
) .

( (
( (
diffexp (geneb5199). random (gene2339
diffexp (genel052). random (gene96577
diffexp (gene6036) . random (genel9679) .
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RSD: Propositionalization approach to

11

Semantic Relational learning

 Recall RSD from Lesson 3

* Input
— Input data are Prolog facts,

— Background knowledge in the form of ontologies is encoded as Prolog

facts or rules

- Propositionalization with RSD
— Construct relational features
— Determine truth values of features
— Learn rules with CN2-SD

(((((((

Relational representation of customers, orders and stores.

Step 1 alelolalo[a] [ [ |

gl 1 | l 1
Propositionalization 0 |

Step 2
Machine Learning> ﬁ.

model, patterns, ...
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RSD: Propositionalization approach to
Semantic Relational learning

Take ontology terms represented as logical facts in Prolog, e.g.
component (gene2532, 'GO:0016020") .
function (gene2534, 'GO:0030554") .
process (genez2534, 'G0O:0007243") .
interaction (gene2534,gened4d803) .

1. Automatically generate generalized relational features:
f(2,A) :—component (A, 'GO:0016020") .
f(7,A) :—function (A, 'GO:0030554") .

(11 A) :—process (A, 'GO:0007243") .

£

224,A) :— 1nteraction(A,B), function(B,'GO:0016787"),
component (B, 'GO:0043231") .

2. Propositionalization: Determine truth values of features

3. Learn rules by a subgroup discovery algorithm CN2-SD
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Step 1: RSD feature construction

Construction of first order features, with support > min_support

-function(A,'G0:0046872').
:-function(A,'G0O:0004871").
):-process(A,'G0O:0007165").
):-process(A,'G0O:0044267").
):-process(A,'G0O:0050874").
20,A):-function(A,'G0:0004871"), process(A,'GO:0050874").
,A):-component(A,'GO:0016021").
29 A) function(A,'G0O:0046872"), component(A,'G0O:0016020'.
122,A):-interaction(A,B),function(B,'G0O:0004872').
223,A):-interaction(A,B),function(B,'G0O:0004871"),
process(B,'G0:0009613').
f(224,A):-interaction(A,B),function(B,'G0O:0016787"),
component(B,'G0:0043231").

i(7,A
f(8,A
i
i
i
i
i
i
i
i

/

existential




Step 2: RSD Propositionalization:
Example DNA microarray data analysis

diffexp (gene64499) . random (gene7443)
diffexp (gene2534). random (gene9221) .
diffexp (geneb199). random (gene2339) .
diffexp (genel(052). random (gene9657)
diffexp (gene60306) .
£f1 | £2 | £3 | £f4 | £5 f6 fn
gl 1 0 0 1 1 1 0 0 1 0 1 1
g2 0 1 1 0 1 1 0 0 0 1 1 0
g3 0 1 1 1 0 0 1 1 0 0 0 1
g4 1 1 1 0 1 1 0 0 1 1 1 0
g5 1 1 1 0 0 1 0 1 1 0 1 0
glOo 0 0 1 1 0 0 0 1 0 0 0 1
glOl 1 1 0 0 1 1 0 1 0 1 1 1
glO2 0 0 0 0 1 0 0 1 1 1 0 0
glO3 1 0 1 1 1 0 1 0 0 1 0 1
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Step 3: RSD rule construction with CN2-SD

£1 | £2 | £3]| £4 | £5 | £6 fn
gl |1 lo|lol1]1] 1 1
g2 o110 1] 1 0
g3 o111 ]o0] o0 1
gs |11 1o 1] 1 0
g5 |11 1lo]o0o] 1 0
gitoo| o Jo |1l 1|0 O 1
gior | 1 1| oo | 1] 1 1
gio2| oo |lolo|1]oO 0
gio3 | 1 o | 1) 1|1]o0 1

differentially
expressed
IF
f2 and f3
[4,0]
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Subgroup Discovery with CN2-SD:
Weighted covering approach

diff. exp. genes Not diff. exp. genes

RSD naturally uses gene weights in its procedure for repetitive
subgroup generation, via its heuristic rule evaluation: weighted
relative accuracy
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Summary: Semantic relational learning
with RSD in two main steps

- Step 1: Construct relational logic features of genes such as

interaction(?, G) & function(G, protein_binding)
(g interacts with another gene whose functions include

protein binding)
and propositional table construction with features as attributes

- Step 2: Use these features to discover and describe

subgroups of genes that are differentially expressed in
contrast with RANDOM genes (randomly selected genes with
low differential expression).

- Sample subgroup description:

diffexp(A) :- interaction(A,B) AND
function(B,'G0O:0004871") AND
process(B,'G0:0009613')
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Semantic Data Mining in Orange4W$S

Slides 19-25 are supplementary to this lecture, for
illustrative purposes only

lllustrating a special purpose Semantic Data Mining
algorithm SEGS

— discovers interesting gene group descriptions as

conjunctions of ontology concepts from GO, KEGG and
Entrez

— Integrates public gene annotation data through relational
features

— SEGS algorithm (Trajkovski, Zelezny, Lavra¢ and Tolar, JBI
2008) is available in Orange4WS




Semantic subgroup discovery with SEGS

- SEGS workflow is implemented in the Orange4WS
data mining environment

GO || KEGG || ENTREZ

\ \ / " Fisher

Microarray | | Ranking of | Construction | | ,| Enriched
Data genes of gene sets GSEA gene sets

l >

*1 PAGE

- SEGS is also implemented also as a Web

applications
(Trajkovski et al., IEEE TSMC 2008, Trajkovski et al., JBI 2008)
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Semantic subgroup discovery with SEGS

) SEGS -- Descriptive Microarray Data Analysis - Mozilla Firefox

File Edit View History Bookmarks Tools

Help

W C 0 & | 1) | htpiiikeis.sifsoftware/SEGS index, php?show=tool

77~ [[CJ-]biomine project

Most Yisited D Petra's Home Page

e mends .| | ) sees-. 83
SEGS

Main page |
Publications | Project Name: | (optional)
Web tool
Annotation data:
Downloads ¥ Molecular Functions
® GO&KEGG M Biological Processes
® Gene annotations M Cellular Components
® Gene interact'ions 7 KEGG Orthology
® Gene expression data l- Gene interactions
Authors Constraints:
® Tgor Trajkovski Nurnber of DE genes: |3l]l]
® Nadalavrac Minimal set size: [20 {(min=20)
Output: )
Maximal p-value: |l].l]5 =
Combine p-values: Fisher [1.0  GSEA[1.0  PAGE|1.0

ATMENT OF
OWLEDGE
OLOGIES

Jodef Stefan institute

]

Report top |1 00 most enriched gene sets.
M Summarize descriptions

Upload:
input file: |

Browse.. I SEND |

B

X Find: |qarr & next W Previous & Highlight all I~ Match case

|Done

IMozilla Firefox

File Edit View History Bookmarks Tools

Help

=101

W C 0 o | L) | htpuiikeis.sifsoftware/SEGS/work_dirfphprRIvFw.0.allht | ¢ - ~|b|ommproject

jo

Most Visited | | Petra's Home Page

e mands .| | htt..tmiE3 | EE
Project: []

Enriched genesets for class A

found by Combining p-values

X Find: |garr ¥ next W Previous & Highlightall |~ Match case

| Done




BioMine knowledge graph exploration
engine (Toivonnen et al.)

- SEGS has been combined with link discovery using

BioMine (Toivonen et al.) in the SegMine workflow

BioMine graph contains information from public
databases, including annotated sequences, proteins,
orthology groups, genes and gene expressions, gene
and protein interactions, PubMed articles, and different
ontologies.

— nodes (~1 mio) correspond to different concepts
(such as gene, protein, domain, phenotype, biological
process, tissue)

— semantically labeled edges (~7 mio) connect
related concepts

BioMine query engine answers queries to potentially
discover new links between entities by sophisticated
graph exploration algorithms

21
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SegMine: Complex SDM methodology

1derorl-P2 1deror2-P2 1dcrori-P2 2occorl-Pl] 20crar2-P7 2dccori-Pé

2571 4129 3311 4953 5489 36.59
8.1% 118¢ 12.8% ®.7 761 982
769 10873 291382 2.71 105.93 B84.33
95486 3632 110.13 118.57 92.53 11826
153 111 15.93 1.41 125 503
5094 5307 36.16 4335 7351 32.19
259 064 424 163 6901 441
184 .58 15062 119.35 14187 15545 157.76
545 151 072 034 283 065
292,55 35093 46548 78912 344 .66 291,91
.34 12.14 067 T 82 539 837
To4 52.98 47 63 049 5546 4043
421 3.9 ir.gz 2642 1917y 1z2.15
0.35 065 2.2 0.3¢ 041 1.95
30 4362 15149 2551 10189 2677

raw data from a
microarray experiment
(expression of genes)

—_—

axpert.
g analys/i:s,»)) ~aff—
S~ s

SegMine overview

SEGS

knowledge
from ontologies|

RULE 1 = crpanete crganzation
AND »e non
AND inT=RACT: tranzcription coacthator activity

[

RULE 2 = cetutar macromoiecule metabolc procesz
AND nuciesr pant
AND iNTERACT: chvomatin binding

RULE 3 = cetutar rezponze to stemuus
AND reraceiuisr organeie part
AND INTERACT: RNA binding

expert
analysis

interpretation of gene expression data:
rules, clusters, genesets

public databases

(Podpecan et al., BMC Bioinformatics 2011)
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SegMine implementation in Orange4WS
platform

Hierarchical
clustering

tempfile - BMVis @ PO
File Layout Labels Selection Help

Load Parse
microarray data  microarray data
file

Rule browser (I RIYNCI)

Add logFC values to

~
~
v

organelle organization
1 || nuclear part 97 15 || 1.00000 || 0.00000 || 0.00000

Graph visualizer Save graph
INTERACT: Cell cycle

2 organelle organization

INTERACT: heterochromatin 3 16 || 1.00000 | 0.00000  0.00000

chromosome organization

INTERACT: chromatin 97 19 || 1.00000 || 0.00000 || 0.00000

nuclear part
4 |[INTERACT: chromatin 109 21 || 1.00000 || 0.00000 || 0.00000
assembly or disassembly

Podpecan et al.,
(BMC Bioinformatics 2011)

nucleoplasm
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SDM-SEGS: Generalizing SEGS

- SDM-SEGS: a semantic data mining system generalizing
SEGS

ONT.1  ONI.2 ONT. 3

GO || KEGG || ENTREZ

AL \\ / " Fisher
LAsELEL

Microarray | | Rankingof | | Construction X .| Enriched
Data genes of gene sets GSEA gene sets
[ —
s - ———) RULES
RULES
R ~ PAGE

Discovers subgroups both for ranked and labeled data
Adapted to use any ontology in OWL format

Implemented as a web service in Orange4WS or Taverna
Implemented also as a workflow in ClowdFlows



SDM-Aleph: Generalizing Aleph

- An SDM system implemented using the popular ILP
system Aleph’

- Adapted to accept ontologies in OWL
Implemented as a WS in Orange4WS
Implemented also as a workflow in ClowdFlows

- Same inputs/outputs as SDM-SEGS

- Any number of additional binary relations

! Ashwin Srinivasan
http://www.cs.ox.ac.uk/activities/machlearn/Aleph/aleph.html
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Hedwig general purpose Sematic relational 2
learning algorithm

Semantic Subgroup Discovery approach Hedwig

— Speed from SDM-SEGS, due to exploiting the hierarchical
structure in rule construction

— Expressiveness from SDM-Aleph, allowing for any additional
relations, and any # of ontologies

Training examples and background knowledge in RDF

Rule search space is structured via specialization
predicates (e.g., subClassOf or user defined)

Top down beam-search
WRACcc, Lift, etc. as heuristics, Redundancy pruning
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Hedwig rule construction by
top-down search of the refinement graph

Empty rule: y(X) <

Current rule: y(X) < p(X)

Current rule specialization:
Replace predicate of a rule with a predicate that is a
specialization of it

y(X) < q(X)
Append a new predicate (next non-ancestor of p)
y(X) < p(X), r(X) root

Append a new binary predicate

Y(X) < P(X), t(X, Y) VRN

(Negate a predicate)

y(X) — rp(X) /



Hedwig rule construction

Additional rule construction details

Minimum support criterion
Several rule scores: (WRAcc, lift, chisq, etc)
Redundancy pruning (Hamalainen, 2010)
Significance: Fisher's exact test
Multiple-hypothesis testing problem:

FWER: Holm-Bonferroni

FDR: Benjamini-Hochberg-Yekutieli

28



Hedwig

Algorithm 4.1: Hedwig’s induce(FE, B, ¢, k, a) procedure.

Input : Input examples E, background knowledge B, target class value c,
beam size k, p-value threshold «
Output: Set of rules

rules < [default_rule(E, ¢, B)]

while improvement (rules) do
// Add specializations of each rule to the beam

for rule € rules do
| extend(rules, specialize(rule, B))

end

rules <— best (rules, k) // Select the top k rules
end

rules <— validate (rules, «) // Significance testing

return rules

29
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Semantic relational learning:
Related work

SEGS - Gene set enrichment (Trajkovski et al, 2008)

Taxonomies in propositionalization (Zakova and
Zelezny, 2007)

Association rules with taxonomies (Srikant and
Agrawal, '95; Ayres and Santos, 2012; Manda et al,
2012)

—eature selection in hierarchies (Garriga et al, 2008;
Ristoski and Paulheim, 2014)

DM ontology for meta-learning (Hilario et al, 2011)

Description Logic learners (Kietz, 2002; Lehmann
and Haase, 2009; Lawrynowicz 2011; Lisi, 2004-
2009)




Learning from heterogeneous data

- Motivation for heterogeneous data analysis

- Semantic relational learning
— Propositionalization approach (repeated from Lesson 3)

— Top-down search for rules with Hedwig
:> — Reducing the search with NetSDM

- Propositionalization of heterogeneous information networks
— TEHMMINE
— HINMINE

* Practical exercises

31



Advances in network analysis for SDM

The challenge is to fill the current gap between semantic
web and data science: Which part of the semantic web is
most important to my current interests?

Data
<,: science

Semantic
web >

Semantic Data Mining

+ Finds complex rules

+ Higly informative

- Computationally demanding
- Complexity grows
exponentially

Fast
Scalable
Informative

Network analysis

+ Can process massive data
+ Fast, easy to calculate
- Less informative results

32
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Challenge addressed in NetSDM

New challenge and methodology

- Take a large knowledge graph such as BioMine, or a
Linked Open Data resource, such as Bio2RDF

Use Semantic data mining (SDM) to mine experimental
data with ontologies as background knowledge to get
explanations for groups of TargetClass objects, e.g.

BreastCancer «— chromosome AND cell cycle

Reduce the complexity of the huge search space of
ontology terms by network analysis based node filtering

(Kralj et al., MLJ 2019)
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NetSDM Methodology: Step 1

Rank nodes by their
importance to the input
data set

elate_d__t_o

7R
Related data’, -~ -
o -7 y

PAGERANK >




NetSDM Methodology: Step 2




NetSDM Methodology: Step 3

Find subgroup

explanations

using Semantic ()

Data Mmmg """" Related data

Explai 9
HEDWIG ot

Explains )

.....
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NetSDM algorithm outline

1. Estimate ontology term relevance
2. Delete terms with low relevance
3. Run Hedwig on pruned ontolgy

Rank nodes by their
importance to the input
data set

+-+++-++ ------ +
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Example: Analysis of ALL data using Gene
Ontology
nput to NetSDM:

Background knowledge: The Gene Ontology

-
Gene expression m

data of patients
with acute
lymphoblastic --
leukemia
= ay

g lgpthw

Immune system
process
E"‘
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Example: Analysis of ALL data using Gene
Ontology

NetSDM:

Background knowledge: The Gene Ontolcm Pruned background knowledge
and the discovered rule

Immune system
process
' plasma membrane '

Rule:

Data:

Gene expression —— e
data of patients
with acute
lymphoblastic
leukemia

plasma membrane

—,

cell surface receptor
signaling pathway

immune system process &
cell surface receptor signaling
pathway &
plasma membrane & B
. . Positive
binding examples

Positive
examples

cell surface receptor
signaling pathway
QQ

Explains

--------

Negative
examples
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Example: Analysis of ALL data using Gene

Ontology
Output of NetSDM:

Pruned background knowledge
and the discovered rule

=

cell surface receptor
signaling pathway
Rule:

immune system process &
cell surface receptor signaling ;
pathway & ExP'a'">
plasma membrane &

binding
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NetSDM Results

- PageRank can be effectively used to decrease the
size of the search space of Semantic Data Mining
algorithms

+ Accuracy did not decrease even when significantly
decreasing the size of the background knowledge to
less than 5%.

- Time, taken to discover rules on pruned background
knowledge, is shorted by a factor of 100

(Kralj et al. 2017)

Find subgroup
pl tions
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NetSDM methodological framework

Network based approaches such as ranking and community detection are
first used to extract relevant networks, and SDM algorithms (such as Hedwig
or SDM-Aleph) may then discover patterns in the input data

Top ranked HEDWIG

2 nodes 1. 6%
- 2.9
,, 3.
¢ 6o Discard low
ranking nodes SDM-ALEPH 4.,
COMMUNITY 2.4
DETECTION 3.0
i> SDM-SEGS
5
Discard non- 3. 7%
Most relevant community nodes Discovered

community patterns



SDM in context

Data Mining
Relational Data Mining
Relational Subgroup Discovery

~

Ontologles

& o,




