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Abstract

DEX is a qualitative multi-criteria decision analysis method. It supports decision mak-
ers in making complex decisions based on multiple, possibly con�icting, attributes. The
attributes in DEX have qualitative value scales and are structured hierarchically. The
hierarchical topology allows for decomposition of the decision problem into simpler sub-
problems. In DEX, alternatives are described with qualitative values, taken from the
corresponding hierarchy input attribute scales. The evaluation of alternatives is performed
in a bottom-up way, utilizing aggregation functions, which are de�ned for every aggregated
attribute in the form of decision rules. DEX has been used in numerous practical applica-
tions � from everyday decision problems to solving decision problems in the �nancial and
ecological domains.

DEX's wide use in practice revealed the need to extend it in several directions. The ex-
tensions facilitate decision makers in more complex decision problem solving. The following
�ve methodological extensions were identi�ed: support for full hierarchies, introducing nu-
meric attributes, using general aggregation functions, probabilistic and fuzzy aggregation
of values, and relational models.

This thesis develops and extends DEX in the identi�ed directions. Further, each ex-
tension is formalized in order to include it in the formalization of the extended method.
Even more, the developed formalization allows for usage of all extensions at once � in one
decision making problem. We call the extended method DEXx.

The formalized DEXx is implemented in a library, which supports basic DEX functions
together with the identi�ed formalized extensions. The library natively supports building
DEXx models, with added extensions, and evaluating alternatives. Even more, the library
supports new utilities, which enable the decision maker to further analyse and view the
developed models.

DEXx is evaluated through four complex real-life decision making use-cases, using the
DEXx implementation. The construction and evaluation of use-cases show the added
bene�ts of the extensions to the decision making process. The use-cases are qualitative
assessment of public e-portals, assessment of bank reputational risk, sustainability assess-
ment of electric energy production technologies in Slovenia, and the model for water �ows
in agriculture. The models for use-cases are developed using only native DEXx framework
� eliminating the need for additional programming or manual work.

Through the use-cases we show that identi�ed extensions provide additional means
for the decision maker during the decision making process � the extensions increase the
expressive power of the methodology, which in turn facilitates solving of a larger class of
decision problems.





xi

Povzetek

DEX je kvalitativna ve£parametrska metoda za odlo£itveno analizo. Metoda podpira od-
lo£evalce pri sprejemanju kompleksnih odlo£itev, ki pogosto temeljijo na ve£ pogosto na-
sprotujo£ih si atributih. Atributi v DEX-u imajo kvalitativne (simboli£ne) merske lestvice
in so strukturirani hierarhi£no. Hierarhi£na topologija omogo£a razgradnjo odlo£itvenega
problema v preprostej²e podprobleme. V DEX-u so alternative opisane s kvalitativnimi
vrednostmi, vzetimi iz ustreznih merskih lestvic vhodnih atributov hierarhije. Vrednote-
nje alternativ poteka na na£in od spodaj-navzgor z uporabo funkcij zdruºevanja, ki so
opredeljene za vsak zdruºen atribut v obliki odlo£itvenih pravil. DEX je bil v preteklo-
sti uporabljen v ²tevilnih prakti£nih primerih � od vsakdanjih problemov odlo£anja do
re²evanja odlo£itvenih problemov na �nan£nih in ekolo²kih podro£jih.

V praksi so se pokazale potrebe po raz²iritvi metode DEX v ve£ smeri. Raz²iritve
omogo£ajo odlo£evalcem sprejemanje odlo£itev v kompleksnej²ih odlo£itvenih problemih.
Identi�cirali smo slede£ih pet metodolo²kih raz²iritev: podpora za polne hierarhije, pod-
pora za numeri£ne atribute, uporaba splo²nih funkcij zdruºevanja, verjetnostno in mehko
zdruºevanje vrednosti in podpora za relacijske modele.

Ta teza razvije in raz²iri metodo DEX v identi�cirane smeri. Nadalje, vsaka raz²iritev je
formalizirana, da se lahko vklju£i v formalizacijo raz²irjene metode. �e ve£, formalizacija
je razvita tako, da se lahko vse raz²iritve uporabljajo hkrati � v enem odlo£itvenem
problemu. Raz²irjeno metodo imenujemo DEXx.

Formalizirani DEXx je implementiran v knjiºnici, ki podpira osnovno metodo DEX,
skupaj z identi�ciranimi formaliziranimi raz²iritvami. Knjiºnica v osnovi podpira gradnjo
DEXx modelov z dodanimi raz²iritvami in vrednotenje alternativ. �e ve£, knjiºnica podpira
nove funkcionalnosti, ki omogo£ajo odlo£evalcu, da nadalje analizira in pregleduje razvite
modele.

Metoda DEXx je ovrednotena skozi ²tiri kompleksne primere uporabe iz realnega ºi-
vljenja s pomo£jo implementacije DEXx. Konstrukcija in vrednotenje primerov uporabe
kaºeta dodane koristi raz²iritev v procesu odlo£anja. Primeri uporabe so: kvalitativna
ocena javnih e-portalov, ocena tveganja ugleda banke, ocena vzdrºnosti elektroenergetskih
tehnologij v Sloveniji in model za ocenjevanje tokov vode v kmetijstvu. Modeli za pri-
mere uporabe so razviti z uporabo knjiºnice DEXx � to odpravlja potrebo po dodatnih
programih ali ro£nem delu.

Skozi primere uporabe smo pokazali, da predstavljene raz²iritve zagotavljajo dodatna
sredstva odlo£evalcu v procesu odlo£anja � raz²iritve pove£ajo izrazno mo£ metodologije,
ki posledi£no omogo£a re²evanje ve£ vrst odlo£itvenih problemov.
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Chapter 1

Introduction

Decision making and more speci�cally decision support is an area aimed at supporting area
experts in making their decisions (Bouyssou, Marchant, Pirlot, Tsoukiàs, & Vincke, 2006;
French, 1986; Figueira, Greco, & Ehrgott, 2005). Given some decision problem with deci-
sion alternatives (options), the decision maker (DM) needs to select the best alternative,
from the given set of alternatives. A decision model is constructed from preferences de�ned
by the DM � in this thesis we refer to DM as the decision maker, possibly assisted by
users, experts, stakeholders and analysts from the problem area. The developed decision
model facilitates the DM in the alternative selection process. The model can also bring
additional insight to the DM regarding the decision problem.

Generally, the approach is that the DM de�nes and constructs a decision support model
using a selected methodology for a speci�c decision problem in accordance with their pref-
erences. While constructing the model, the DM also provides their preferences regarding
attributes, attribute values and/or given alternatives. The alternatives are evaluated using
the developed model, and the best alternative is selected by the DM � after optional
analysis of the model.

Multi-criteria decision making (MCDM) is a sub-�eld of decision making, speci�cally of
operations research, where decision problems are composed of multiple, typically con�icting
criteria. The �eld considers criteria that need to be evaluated in order to make and accept
a �nal decision (Bouyssou et al., 2006; French, 1986; Figueira et al., 2005). This thesis
is concerned with the special case of qualitative multi-criteria decision analysis methods.
These methods are split into two groups, according to the way the knowledge acquisition
(Boose, Bradshaw, Koszarek, & Shema, 1993; H.-L. Yang, 1995) from the decision maker
is done: in the �rst group are the methods which are based on interactive questioning
procedure for obtaining decision maker's preference; methods in the second group avoid
the long lasting questioning procedures, they rather use DM's preference directly while
building the decision model. Speci�cally, in this thesis we are concerned with method
DEX, which belongs to the second group.

DEX (Decision EXpert) is a qualitative multi-attribute modeling method. DEX has its
roots in fuzzy heuristics approaches (Efstathiou & Rajkovi£, 1980), which were extended
and implemented in the systems DECMAK (Bohanec & Rajkovi£, 1983; Rajkovi£, Bo-
hanec, & Efstathiou, 1987) and DEX (Bohanec & Rajkovi£, 1990). A DEX model enables
hierarchical structuring of qualitative attributes � attributes are split into multiple child
(descendant) attributes so that each child attribute represents a more basic concept in the
decision problem. The structuring continues until all values for input (leaf) attributes can
be derived easily from the alternative's properties. Input attributes are the ones that do
not have any child attributes. On the other hand, root attributes are the ones that do
not have any parent attributes. The attributes with child attributes are called aggregated
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attributes. These attributes must have an aggregation function de�ned, in order to facili-
tate model evaluation. Since DEX is a qualitative MCDM method, the values in the scale
of the attributes are words (symbolic values) rather than numbers. The aggregation of
values is de�ned by decision rules, which can be interpreted as a collection of if-then rules.
Acquisition of knowledge for de�ning aggregation functions in DEX is done by questioning
the DM, what the value of output attribute would be, in case of the given input values.
Alternatives in DEX are represented with tuples of values � a qualitative value is assigned
to the corresponding input attribute. Evaluation of the alternatives in DEX is done in a
bottom-up fashion, progressively computing aggregation functions, from inputs to the root
attributes. The �nal evaluation of an alternative is represented by the values computed in
the root attributes. DEX is described in more detail in Chapter 3.

DEX has been widely used in practice to support complex decision processes in health
threats and crisis management (�nidar²i£, Bohanec, Lavra£, & Cestnik, 2009), the use
of genetically modi�ed crops (Bohanec et al., 2009, 2008; Bohanec & �nidar²i£, 2008;
�nidar²i£, Bohanec, & Zupan, 2008), the evaluation of data mining work �ows (�nidar²i£,
Bohanec, & Trdin, 2012), the evaluation of public administration portals (Leben, Kunstelj,
Bohanec, & Vintar, 2006), management of water sources (Trdin, Bohanec, & Janºa, 2013;
Trdin, 2011), the assessment of bank reputational risk (Bohanec, Aprile, Constante, Foti,
& Trdin, 2013), the evaluation of stock options (Ali¢, Siering, & Bohanec, 2013), environ-
mental decision making (Kuzmanovski, 2012; Kuzmanovski, Trajanov, Leprince, Dºeroski,
& Debeljak, 2015; �nidar²i£, Bohanec, & Zupan, 2006b) and many others (Bohanec, Ra-
jkovi£, Bratko, Zupan, & �nidar²i£, 2013).

The many uses of DEX, in new and more demanding decision problems, have indicated
a great practical value of the method, but have also revealed the need to extend it in
several directions, in�uenced by the following motivational arguments:

• DEX does not natively support structuring the attributes into full hierarchies, i.e.,
directed acyclic graphs (DAG). Rather it manages the model structure as trees, en-
hanced with components called �links�. Links in DEX are used in situations where a
child attribute in�uences more than one parent attribute. Usage of multiple linked
attributes decreases the model readability. We observed that usage of linked at-
tributes was increasing through the years, especially in the decision models for usage
in agronomy (Bohanec et al., 2009, 2008). We noted that DEX requires model struc-
turing with full hierarchies, similar to the widely recognized method AHP (Saaty,
2008).

• Usage of numeric attributes is not possible in DEX, hence all input attributes must be
discretized before usage in a DEX model. We observed a need to additionally support
the numeric value scales in attributes, along with the qualitative value scales. With
that, concepts naturally represented with numeric values (e.g. age of a person) can
be represented in DEX in a natural way.

• With added support for numeric values in DEX, we also observed a need to facilitate
aggregation of various combinations of value types (numeric and/or qualitative). For
every combination of the input value types at least one aggregation function must
exist that allows for aggregation of such values. Further, every combination of input
values must be able to produce either a numeric or qualitative value. With this
extension, DEX method would be able to dynamically translate numeric values into
qualitative, and vice-versa, without any DM's manual intervention.

• DEX in its basic form handles crisp and interval values, however many examples of
decision problems exist which have uncertain data and/or preferences provided. To
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tackle decision problems with uncertain information, DEX needs to provide means
to include such information in the models. Crisp and interval values (qualitative or
numeric) need to be extended to include probabilistic distributions and fuzzy sets
as model input values, and as outputs of aggregation functions. With inclusion of
uncertainties there is a possibility for usage of advanced methods with DEX: model
revisions with new unseen data (�nidar²i£, Bohanec, & Zupan, 2006a), and model
hierarchy induction (Zupan, Bohanec, Dem²ar, & Bratko, 1999).

• In data storage and representation environments, data is not being presented as �at
(in a single table), rather there are plenty connections between di�erent sources of
data that in�uence each other. One type of these connections are relational (one-
to-many) connections, where multiple instances of objects in�uence the same parent
object. This was observed particularly in the assessment of public e-portals (Leben
et al., 2006), where each portal is in�uenced by multiple life events, and each life
event is in�uenced by multiple e-services. Introduction of relational aspects into
DEX would facilitate modeling relational connections as additional information for
alternatives. Additional (relational) information can subsequently be modeled in a
separate model, which is connected to the �main� model � providing the needed
relational evaluations. With that, any previously manual aggregation of alternative's
properties is eliminated.

On this basis, �ve substantial extensions (Trdin & Bohanec, 2012, 2014a) were identi-
�ed. The aim is to extend DEX with additional features in order to address new decision
making scenarios. The extensions should be formalized on top of DEX so that the basic
formalization of the method remains intact. The extensions should be implemented in a
computer library.

1.1 Aims and Hypothesis

The �rst and main aim of this dissertation is to extend the DEX methodology with features
that are currently missing and are needed, so that the methodology would cope with
increasing demands of decision makers and their decisions. The DEX method is formally
extended into �ve directions:

• Native support for full hierarchies of attributes � to allow for criteria which in�uence
more than one parent in the hierarchy.

• Numerical attributes are incorporated into the methodology in order to support deci-
sion problems which require combined usage of qualitative and quantitative modeling.

• Because of the extension of DEX methodology to numerical values, the current qual-
itative functions are insu�cient to support all types of aggregation. With that in
mind, we employ general aggregation functions which support decision makers to
aggregate di�erent combinations of numeric and qualitative inputs into a qualitative
or numeric output.

• Probabilistic and fuzzy distributions are included in both, the level of alternatives
and aggregation functions. This facilitates coping with uncertainty in models and
data.

• Added support for relational modeling and aggregation of alternatives with relational
models in order to support decision problems dealing with relational alternatives �
that is, alternatives composed of several sub-components.
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Additionally, the aim is to formally introduce the extensions in such a way that all exten-
sions can be used together simultaneously in a single decision making scenario.

The second aim of this work is to develop a new implementation of the extended
method, called DEXx. The implementation should provide the capabilities of method
DEX together with the �ve developed extensions. The implementation should facilitate
DMs in decision making with method DEX, providing framework for further development
of the method. Furthermore, the implementation should be usable in di�erent settings �
standard shell programs, other developed programs, web sites and usage in web services.

The third aim of the dissertation is to evaluate the newly developed methodology and
its implementation through real-life use-cases. Use-cases addressed in these scenarios have
properties that, in order to be successfully solved, require the methodological extensions
developed in this thesis. The four use-cases are:

• E-portals: using relational qualitative models for public e-portal evaluations (Leben
& Bohanec, 2004; Leben et al., 2006).

• Reputational risk: usage of relational qualitative and quantitative models in reputa-
tional risk assessment of a bank. The use-case is derived from a European project
titled FIRST (Project FIRST, 2013).

• Sustainability assessment of energy options (B. Konti¢, Bohanec, Trdin, et al., 2014;
B. Konti¢ et al., 2014b, 2016) using relational models with numeric and qualitative
attributes to asses energy options in Slovenia until year 2050.

• Water �ows: using modules for the evaluation of di�erent water out�ows from a �eld
(drainage, in�ltration, rapid in�ltration, and saturation) in the domain of ecology
and agronomy. The use-case is derived from an industrial project titled EVADIFF
(Kuzmanovski, 2012; Kuzmanovski et al., 2015).

The main hypothesis of the thesis is that the implementation of the decision support
method DEXx facilitates the development of decision models in complex situations, which
were hard or even impossible to address previously with DEX. The implementation is able
to cope with the ever increasing amounts and complexity of data, and handle this data in
a timely fashion using the developed models.

We also expect that the extension of the DEX methodology will stimulate decision
makers to think in a di�erent manner, and with that construct new decision making models,
which were not possible or considered too complex until now. Even more, we expect that
the implementation and extensions of the methodology will present a new understanding
of the methodology and its bene�ts.

1.2 Research Methodology

In order to prove the hypothesis, we used the following methodology.
First, we reviewed the existing decision making methods, and outlined their features

� their negative and positive sides. We continued investigating problems the decision
experts had, while using the DEX methodology and which features the methodology lacks.
We reviewed the missing features and outlined the added bene�ts and weaknesses these
features would bring to DEX. We identi�ed �ve features, which need to be added to DEX
methodology.

Then the requirements for identi�ed features were recognized and formal description
for the extensions was developed, keeping in mind the original DEX formal framework.



1.3. Scienti�c Contributions 5

Based on the formal description, an implementation was developed, supporting usage in
applications. All important extensions were formalized, presented and justi�ed.

The requirements for the implementation were to develop the existing DEX method-
ology in Java programming language. The implementation is backward compatible with
models, developed by the existing DEXi software package (Bohanec, 2014, 2015b) � refer-
ence implementation of DEX method, and is transferable among many computer platforms.
On top of the basic DEX methodology, all �ve proposed extensions were implemented. The
implementation supports using all extensions simultaneously, in the same decision making
problem.

Finally, we constructed four use-cases which could not be carried out before, using any
other decision making methodology. Developed decision models relied on the implementa-
tion of the DEXx methodology. The use-cases show that development of complex models,
which were previously hard or even impossible to implement, is now possible to implement
in a native fashion, with inclusion of the developed extensions and with the implementation
of DEXx.

In order to evaluate DEXx and justify the development of such extensions, we assessed
each use-case with the following criteria:

• Implementation of the model is possible, using DEXx formalization and its imple-
mentation.

• Without at least one of the proposed extensions, the implementation of the decision
model would not be possible.

• The results of evaluations are identical, compared with the previous evaluations (if
available).

• Evaluation time of alternatives in the model is decreased, in comparison with previous
evaluation time (if available).

1.3 Scienti�c Contributions

Scienti�c contributions of the thesis are as follows:

• Development and formalization of the DEX methodology and formalization of the
DEX extensions. Speci�c extensions are: full attribute hierarchies, numeric at-
tributes, general aggregation functions, probabilistic and fuzzy extension of the do-
main, and relational models. Furthermore, the most important scienti�c contribution
in this thesis is the analysis and implementation of all �ve extensions together in a
uni�ed framework. The framework facilitates using all extensions in the same deci-
sion making problem.

• Design and implementation of DEXx in one library, with high potential of reusabil-
ity and transferability between di�erent computer platforms. The implementation
provides an easier access to the developed library to facilitate usage in di�erent ap-
plications.

• Construction, application and evaluation of four complex use-cases using the new im-
plementation of the extended methodology, which previously were not implementable
in any other decision making methodology's framework:

� Implementation of a qualitative relational model with a custom aggregation
function, for native aggregation of relational alternatives.
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� Implementation of a qualitative and quantitative relational model with high
data input processing capabilities.

� Implementation of a qualitative and quantitative relational model with �xed
alternatives and additional capability for simulating the model through time.

� Implementation of a qualitative model with regular alternatives, in a decision
support system with high data-processing capabilities.

1.4 Organization of the Thesis

The thesis covers the related work in Chapter 2. Formal description of method DEX is
given in Chapter 3. Chapter 3 also introduces an illustrative example which is developed
throughout the thesis, with the described DEX formalization. In Chapter 4, the �ve ex-
tensions are presented, discussed, and developed formally. The introduced extensions are
presented in a context of previously discussed illustrative example in Chapter 5. Chapter 6
presents the overview of the implementation, implementational facts, and important meth-
ods included. Chapters 7, 8, 9 and 10 present the four selected use-cases, and Chapter 11
concludes the thesis.
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Chapter 2

Related Work

Decision making is a process in which a decision maker (DM) needs to select an alter-
native among several possible alternatives, which best satis�es his/her goals (Bouyssou
et al., 2006; Figueira et al., 2005; French, 1986). Decision analysis (Clemen & Reilly, 2001;
Nagel, 1993; Skinner, 2009) is a discipline that provides a framework for analysing decision
problems, which typically involves the development of a model for the evaluation and anal-
ysis of alternatives. A common class of models employs methods of multi-criteria decision
analysis (MCDA), where alternatives are evaluated using multiple, possibly con�icting,
criteria (Bouyssou et al., 2006; Figueira et al., 2005; Ishizaka & Nemery, 2013).

MCDA is the activity of the person who, through use of explicit but not necessarily
completely formalized models, helps obtain elements of responses to the questions posed
by a stakeholder in decision process (Figueira et al., 2005). MCDA methods help the DMs
to model given decision problems with their knowledge and possibly recommend the best
alternative.

MCDA methods usually present the introduced alternatives with one of the three typ-
ical paradigms for recommendation of alternatives (Figueira et al., 2005):

• Choosing is oriented towards selecting a small subset (small as possible) of best
possible alternatives so that the best �nal alternative may be chosen. Alternatives
may be compared directly, in order to minimize the size of the produced set of best
alternatives.

• Sorting (or classi�cation) tries to assign each alternative to one of the prede�ned
categories. The categories should represent di�erent possible treatments of alterna-
tives assigned to a particular category in the sorting. In sorting, the categories are
preferentially ordered, whereas in classi�cation, the categories are not ordered.

• Ranking aids the DM to rank the alternatives in a complete or partial order. With
this approach every pair of alternatives can be directly compared � one can be
preferentially better than the other or they are incomparable.

Most MCDA methods use one of the typical approaches to arrive to �nal decisions.
The approaches (Figueira et al., 2005, p. 300�301) di�er on the data they use for making
decisions and on the way they acquire and use DM's preferences:

• Value system approach uses DM's preferences and information about the problem
to aggregate given preferences on criteria, and arrive to value or utility system.
The objective of this approach is to construct an actual value system, which later
facilitates the evaluation of the alternatives.
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• Outranking approach uses DM's preferences and information about the problem to
construct outranking relations between the prede�ned alternatives. Here, the objec-
tive is to identify the pros and cons of the alternatives, and obtain a ranking between
them. Exploitation of constructed relations allows the DM to make a �good� decision.

• Disaggregation-aggregation approach is an iterative process where components of the
problem and DM's judgement policy are analyzed to arrive to a value system. The
goal of this approach is to improve DM's knowledge about the decision situation
(through analysing the behavior and the cognitive style of the DM), through which
a consistent decision can be achieved.

• Rule preference model approach was developed for the Dominance-based Rough Set
Approach (DRSA). The approach gives the possibility of inferring a rule preference
based model (with statements if . . . then . . . else), from exemplary made decisions.
Its bene�t is that the model is expressed in natural language, omitting any complex
analytical formulation.

• Multiobjective optimization approach provides alternative evaluations based on a
given multiobjective mathematical programming formulation. Here, the goal is to ar-
rive to the actual mathematical program which is used for evaluation of alternatives.
The approach can use di�erent multiobjective optimization techniques to optimize
the given formulation.

We review related work for methods in numeric multi-criteria analysis (MCDA), qual-
itative MCDA, use of hierarchies in MCDA, use of uncertain information in MCDA, and
relational support in MCDA. Further, we stress the importance of methods for this thesis,
and supply their possible weaknesses.

2.1 Multi-Criteria Decision Modeling

Multi-criteria decision modeling (MCDM) is a sub-discipline of operations research, which
considers multiple criteria in decision making. The purpose is to support DMs in decision
making problems. Typically, there is no unique optimal solution among the possible alter-
natives, hence it is necessary to use the DM's preferences to identify the best alternative
(Bouyssou et al., 2006; Figueira et al., 2005).

The multi-criteria decision making problem can be represented in the criterion space
Q ⊆ Rn, where n is the number of criteria. Among the possible alternatives A ⊆ Q, MCDM
is interested in the alternative that performs �well� in all possible criteria. Typically,
alternatives perform well in some criteria and perform poorly in others. Finding a trade-
o� between the two is the purpose of MCDM.

Given n monotone increasing criterion functions fi, 1 ≤ i ≤ n, the maximization
MCDM problem can be stated as:

a′ = argmaxa∈Af(a) = (f1(a), f2(a), . . . , fn(a)), (2.1)

�nding an alternative a′ which maximizes all of the criterion functions.

2.2 Numeric Multi-Criteria Decision Modeling

In numeric multi-criteria decision modeling, all criteria have a numeric scale, hence all
alternative's values are represented by tuples of numeric values. Aggregation functions
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are again de�ned on numeric values and produce numeric criterion values. Generally, a
numeric MCDM model evaluating alternatives a ∈ A is a function f : Q 7→ R:

f(a) =
n∑

i=1

λiui(a), (2.2)

where λi ∈ [0, 1] and
∑n

i=1 λi = 1. λi represents the weight (or importance) of the i-th
criterion. ui is a function representing the performance of alternative a on criterion i.
Typically, the function maps ui : Q 7→ [0, 1].

Note, when ui simply maps to the i-th value of alternative a (ui(a) = ai), function f
is a simple weighted linear model. The model can then be simpli�ed to:

f(a) =

n∑
i=1

λiai. (2.3)

Typical representative methods that use numerical variables for values and preferences
are: Kepner-Tregoe, UTA (UTilitiés Additives) and the Analytic Hierarchy Process (AHP).

Kepner-Tregoe (Kepner Higgins & Tregoe, 1997) is a value system method that com-
putes numeric evaluations of alternatives by computing a weighted product of alternative's
values with corresponding weights of criteria. The weights are assigned to criteria by the
DM. DM also de�nes the mapping of non-numeric values of alternatives to numeric values.

UTA (Jacquet-Lagrèze & Siskos, 1982, 2001) is a disaggregation-aggregation method
aimed at constructing additive value functions from a given ranking on a reference set of
alternatives. Method uses linear programming to construct these functions so that the
obtained functions are as consistent as possible with the reference set. The constructed
model is a weighted sum of these additive functions that map an alternative's value to a
computed numeric value.

In AHP (Saaty, 2008; Saaty & Vargas, 2012; Saaty, 2005), the value model is devel-
oped as a decomposition of criteria, which is induced from the decision goal (root of the
hierarchy) into smaller sub-problems. The terminal nodes of the hierarchy are criteria that
can be directly measured on the alternative. In each of the non-terminal nodes, a series
of pairwise priorities regarding criteria and alternative values are expressed by the DM.
Usually these priorities are expressed with numbers from interval [1, 9] � here, the number
represents the equal importance (1) of two alternatives (or criteria), or largest importance
of the �rst alternative (9) in comparison to the second. Values in-between represent some
smaller degree of importance. These pairwise judgements of sub-criteria result in a global
priority for a particular aggregated criterion. Pairwise judgements can be checked for
consistency (e.g. if DM was consistent during expressing preferences). Finally, the alter-
natives are evaluated according to global priorities and alternative value priorities. AHP
is one of the most popular MCDM techniques, however the basic AHP does not cope well
with a large number of alternatives, because the number of pairwise comparison between
alternatives grows quadratically in terms of the number of alternatives.

Numeric attributes are relevant to this thesis in order to introduce numerical attributes
in DEX. The main di�culty for including numeric attributes in DEX is the aggregation
of di�erent combinations of numeric and qualitative values. We overcome this di�culty
by providing the DM new means for aggregation of di�erent combinations of numeric and
qualitative values. All combinations may be aggregated into either numeric or qualitative
values. This approach also includes the needed discretization of numeric values.
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2.3 Qualitative Multi-Criteria Modeling

Qualitative multi-criteria methods are characterized by using qualitative variables whose
value scales contain a �nite prede�ned set of qualitative (or symbolic) values (for example,
�low�, �medium�, �high�). Methods in qualitative MCDA di�er in the way they model
decision problems and how they acquire DM's preferential information.

Values in numeric MCDM are expressed with numbers (qualitative values must be
mapped to numeric values), consequently the scales are usually preferentially ordered.
In contrast, values in qualitative MCDM methods allow for expressing non-determined
(vague or fuzzy) information � consequently, scales can be ordered or unordered. Further,
methods in numeric MCDM aggregate values using mathematical functions, such as the
weighted sum. Methods in qualitative MCDM frequently interpret decision tables and
aggregation functions as collections of if-then rules.

Qualitative MCDM methods are particularly important for providing descriptive or
non-numeric information, while still providing useful information for the modeling process
(for example, attractiveness of a car is not directly measurable, while it has meaning). Qual-
itative values in MCDM provide means to express fuzzy values � values that numerically
have meaning, however are too speci�c to explicitly consider (for example, consumption of
a car being 15l/100km is naturally expressible as high). DMs tend to think in qualitative
means more than in numeric values (Figueira et al., 2005, p. 508).

There are two groups of qualitative MCDM methods which di�er in the way knowl-
edge is acquired from the DM while building a decision model (Bohanec, Rajkovi£, et al.,
2013; Boose et al., 1993): (1) methods based on an interactive questioning procedure for
obtaining the DM's preference, and (2) methods that acquire the DM's preferences directly.

Representative methods of the interactive questioning procedure are MACBETH, ZA-
PROS and ORCLASS.

MACBETH (Measuring Attractiveness by Categorical Based Evaluation Technique)
(Bana e Costa & Vansnick, 1999) uses attractiveness and di�erential judgments between
attributes in order to build preferential relations between alternatives.

ZAPROS and ORCLASS are methods belonging to VDA (Verbal Decision Analysis)
(Larichev & Moshkovich, 1994, 1997; Moshkovich & Mechitov, 2013).

ZAPROS (a Russian abbreviation for Closed Procedures near Reference Situations)
(Larichev, 2001; Larichev & Moshkovich, 1995) provides outranking relationships among
alternatives through a verbal decision making approach. It is designed to support a large
number of alternatives, but it does not cope well with large amounts of criteria.

ORCLASS (ORdinal CLASSi�cation) (Gomes, Moshkovich, & Torres, 2010) assigns
alternatives to prede�ned, ordered classi�cation categories, where alternatives are placed
into classes using a set of criteria.

Typical representatives of the second group are the methods DRSA, Doctus and DEX.
DRSA (Dominance-based Rough Set Approach) (Greco, Matarazzo, & Sªowi«ski, 2001,

2002) uses rough sets theory with the goal of solving alternative classi�cation and sorting
problems represented by decision tables, using the principle of dominance. DRSA has a
strong mathematical foundation (Greco et al., 2001) and has evolved in many directions �
for example, considering imprecise evaluations and assignments (Dembczy«ski, Greco, &
Sªowi«ski, 2009) and dealing with decisions under uncertainty and time preference (Greco,
Matarazzo, & Sªowi«ski, 2010).

Doctus (Baracskai & Dör�er, 2003) is a Knowledge-Based Expert System Shell used
for evaluation of alternatives and supporting three types of alternative evaluation: Rule-
Based Reasoning (RBR), Case-Based Reasoning (CBR) and Case-Based Rule Reasoning
(CBRR).
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The third method from this group is DEX, which is addressed in this work. DEX
(Decision EXpert) is a qualitative multi-attribute modeling method which integrates multi-
criteria decision modeling with rule-based expert systems (Bohanec, Rajkovi£, et al., 2013).
A DEX model consists of hierarchically structured qualitative attributes whose values are
words rather than numbers. The aggregation is de�ned by decision rules. DEX has been
widely used in practice to support complex decision processes in various �elds of study.
DEX copes well with a large number of alternatives, because the constructed model is not
dependent on the number of alternatives.

Models similar to DEX were proposed by Arthur Lee Samuel for use in machine learn-
ing. Model learning proposed in (Samuel, 1967) proved to be very successful at the task of
playing a game of checkers. Later, in (Zupan, Bratko, Bohanec, & Dem²ar, 2001) method
HINT was developed, which is able to learn DEX models from decision examples. Fur-
ther, Donald Michie proposed a machine learning structuring approach to decompose the
considered problem to sub-problems (Michie, 1995), similar to approach in DEX.

DEX is described in more detail in Chapter 3.
Qualitative attributes are the most basic building block in DEX method. Since the

thesis is concerned with extending DEX, qualitative values together with rule-based ag-
gregation functions are of great importance to this work, and are formalized further in
Chapter 3 and extended in Chapter 4.

2.4 Hierarchies in Multi-Criteria Decision Modeling

Most notable usages of hierarchies are displayed in AHP (Saaty, 2008; Saaty & Vargas,
2012; Saaty, 2005) and DEX (Bohanec, Rajkovi£, et al., 2013). In both cases the decision
problem is decomposed from more complex concepts to smaller, more manageable concepts.
Each concept devised in that way correlates to some concrete concept on the alternative.
Concepts that are joined into a parent (aggregated) concept typically form a logical concept
in terms of the decision problem. For example, while choosing a family car, number of doors
and luggage space logically form the commodity concept.

In principle, a DEX model can be a hierarchy. So far, hierarchies were only indirectly
supported in DEX (Bohanec, 2015a; Bohanec & Rajkovi£, 1990; Bohanec, Rajkovi£, et al.,
2013) and DEXi software (Bohanec, 2015b, 2014), using the concepts called �chaining�
and �linking� of nodes. Full hierarchies were supported in DEX through proDEX soft-
ware package (�nidar²i£ et al., 2006b) and were used for modeling the impacts of growing
genetically modi�ed maize (�nidar²i£ et al., 2008).

The idea of hierarchies in this thesis is borrowed from AHP. We wish to eliminate
�links� from the method and natively allow structuring of decision criteria into a hierarchy.

2.5 Uncertainties and Fuzziness in Multi-Criteria Decision

Modeling

The extension of probabilistic distributions incorporates ideas from probabilistic inference
methods (Durbach & Stewart, 2012; Shachter & Peot, 1992; J. B. Yang, Wang, Xu, & Chin,
2006). Actually, these ideas have already been addressed in DEX to some extent. An early
version of the method, called DECMAK, used probabilistic and fuzzy distributions for the
representation of alternatives' values (Rajkovi£ et al., 1987). Probabilistic distributions
were implemented in HINT (Hierarchy INduction Tool) (Zupan et al., 1999) for usage in
function decomposition in machine learning (Zupan et al., 2001). In order to facilitate the
revision of the models (�nidar²i£ et al., 2006a), probabilistic distributions were introduced
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to aggregation functions and implemented in the system called proDEX (�nidar²i£ et al.,
2006b).

Some steps towards a decision making method with the probabilistic extension were
presented in (Trdin & Bohanec, 2012, 2013, 2014a) and were applied in a real-life decision
making scenario in (B. Konti¢, Bohanec, Trdin, et al., 2014; B. Konti¢ et al., 2016).
Similar approaches were explored by other authors (Bergez, 2013; Holt et al., 2013; Omero,
D'Ambrosio, Pesenti, & Ukovich, 2005).

This thesis extends DEX in order to allow representation of values as value distri-
butions � most notably, probabilistic distributions and fuzzy distributions. Considering
that this thesis also introduces numeric attributes, numeric values distributions are also
needed. Inclusion of value distributions in DEX poses a problem during aggregation: while
aggregating more input values as value distributions, their respective properties must be
propagated to the evaluation result (for example, probabilities of input probabilistic dis-
tributions must in�uence the evaluation's probabilistic distribution). Even more, combi-
nations of qualitative and numeric value distributions in same aggregation function pose
an even more di�cult problem, which we overcome in Chapter 4.

2.6 Relational Multi-Criteria Modeling

Data in complex environments (such as companies) are frequently stored in relational
models, more commonly referred to as relational database. The model is based on �rst-order
predicate logic, where data is represented as tuples, and their relationships are modeled by
relations. There are di�erent combinations of multiplicities of the relations: one-to-one,
one-to-many and many-to-many. Here, one-to-one corresponds to a relation which maps
one tuple from the �rst table to one tuple from the second table. One-to-many means that
one tuple from the �rst table corresponds to many tuples from the second table. Similarly,
many-to-many refers to many tuples from the �rst table correspond to many tuples from
the second table. In this thesis we are interested in the relation one-to-many, where we want
to assess the one alternative on the basis of the corresponding many other alternatives.
For example, while evaluating a company, all of the corresponding departments need to be
assessed before we can evaluate the company in whole.

Several disciplines of machine learning explicitly consider the development of relational
models � for example, inductive logic programming (Lavra£ & Dºeroski, 1994). Relational
data are also considered in quantitative multi-criteria decision making methods, but rarely
in an explicit way. There, it also rarely causes di�culties because it naturally involves
common aggregation operators based on summation and averaging while at the same time
handling numeric values. Such operators are useless in a qualitative setting and require
special approaches.

Relational aggregation in MCDM is usually considered for portfolio management �
in stocks or company project selection. Selection of common stock portfolio was modeled
with outranking approaches, and then combined with non-linear optimization model in (Xi-
donas, Askounis, & Psarras, 2009). Authors Yu, Wang, Wen, and Lai (2012) considered
project portfolio selection with non-linear integer programming, solving it with genetic
algorithms. Authors Arasteh, Aliahmadi, and Omran (2014) also considered company
project portfolio selection, tackling the problem with Goal Programming. They employ
fuzzy conditions for portfolio prices and criteria. Hurson and Ricci-Xella (1998) employ
Arbitrage Pricing Theory for estimating the project's expected return in portfolio man-
agement process. Further, they use ELECTRE TRI and MINORA interactive system to
select an attractive portfolio. In (Jiang, Zhang, & Sutherland, 2011), the authors developed
a model for selection of a remanufacturing technology portfolios, promoting environmen-
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tal sustainability. They employ AHP for pairwise comparison of portfolios. From this
literature we observe that there is no uni�ed way to tackle relational data in the form
of projects (or stocks). Each study employs di�erent evaluation of projects (stocks) and
di�erent selection method to maximize the return.

We also encounter relational alternatives in group decision making, where all the deci-
sion makers have di�erent preferences on the same matter � the matter can be treated as
some part of the sub-hierarchy. The top aggregation function, where the combination of
all sub-model evaluations are combined, is the most important � the aggregation is not
constrained just to calculating simple functions, but it can have a more complex structure.
A similar technique was already implemented in DEX software (Bohanec, 2015a; Bohanec
& Rajkovi£, 1990; Bohanec, Rajkovi£, et al., 2013) as �groups�, but in a limited fashion.

Support for relational models is one of the identi�ed extensions in this thesis, and
requires special treatment, since qualitative relational aggregation is not as developed as
relational aggregation of numeric values. Inclusion of relational concepts requires under-
standing the needs for representation of relational alternatives, and determining types of
aggregation of qualitative evaluations.
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Chapter 3

Qualitative Multi-Criteria Method

DEX

DEX (Bohanec, 2015a; Bohanec & Rajkovi£, 1990, 1999; Bohanec, Rajkovi£, et al., 2013;
Bohanec & Trdin, 2014; Trdin & Bohanec, 2012, 2014a) is a qualitative multi-criteria
decision modeling method. It enables the decision maker to structure the decision problem
into smaller and easily measurable concepts (attributes). The attributes aggregated into
a common aggregated attribute form a logical concept. Structure of attributes forms a
hierarchy. DEX models have one or more root attribute(s) � attributes which do not have
any parent attributes. Attributes which do not have any child attributes are called input
attributes; all other attributes are aggregated attributes.

Attributes in DEX use qualitative scales which consist of a �nite set of symbolic at-
tribute values, such as �bad� �medium� and �good�, rather than numeric values. These
values are usually, but not necessarily, preferentially ordered. Consequently, a DEX model
generally consists of attributes, some of which are preferentially ordered and can be thus
referred to as criteria.

To aggregate qualitative values, DEX uses decision tables, which can be interpreted
as collections of if-then rules. Every aggregated attribute has an aggregation function
assigned. To de�ne an aggregation function, the DM de�nes an output value for each
combination of input attribute's values.

Alternatives in DEX are de�ned by qualitative values, which are assigned to the input
attributes of the model. DEX evaluates alternatives in a bottom-up way, progressively
computing the aggregation functions, for which their respective children attributes already
have a value assigned. The �nal evaluation of an alternative are the values computed at
the roots of the model.

In this chapter we present the main entities in DEX method � models, attributes,
aggregation functions, alternatives and evaluation of alternatives. These entities are pre-
sented formally and on an illustrative example through the chapter. Furthermore, we
present the software implementations that support modeling with method DEX.

3.1 DEX Model

A DEX model has a form of a hierarchy, which represents the decomposition of the decision
problem and relations between attributes: higher-level attributes depend on lower-level
ones. The terminal nodes of the hierarchy (nodes without any children in the hierarchy) are
called input or basic attributes, whereas all other attributes are called aggregated attributes.
Additionally, attributes without any parents are called roots. A typical model has only one
root, which represents the primary outcome of the evaluation of alternatives. There are
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no conceptual limitations, however, to having multiple roots � for example, to represent
evaluations from di�erent viewpoints.

Formally, a DEX model M is a four-tuple M = (X,D, S, F ), where X is the set of
attributes, S is the descendant function that determines the hierarchical structure of M ,
D is the set of value scales (domains) of attributes in X, and F is the set of aggregation
functions.

The set X consists of n attributes:

X = {x1, x2, . . . , xn}. (3.1)

In practice, attributes are usually given a name, which uniquely identi�es the attribute
� for instance �price�, �quality�, �location�, etc. In practice, we often denote an attribute
by its name (e.g. location) and use a named subscript to denote related components (e.g.
Dlocation).

Each attribute xi ∈ X has a corresponding value scale Di ∈ D, which is an ordered set
of symbolic (qualitative) values:

Di = {wi,1, wi,2, . . . , wi,mi}. (3.2)

Here, mi is the number of values in the scale of attribute xi. In practice, attribute values
are also represented by words, such as �low�, �good�, �acceptable� and �yes�.

With respect to the DM's preferences, scales can be either preferentially ordered or
preferentially unordered. If the scale is ordered, then the DM de�nes the preferential
operator �, which is a total order. In this case, for each j ≤ k, j, k ∈ [1,mi], we write
wi,j � wi,k and interpret that wi,k is preferentially at least as good as wi,j .

Furthermore, if additionally wi,j is preferentially at least as good as wi,k (wi,k � wi,j),
we say wi,j and wi,k are equivalent, denoted by wi,j ≈ wi,k.

For ordered scales, we use the notation:

Di = (wi,1, wi,2, . . . , wi,mi). (3.3)

According to the usual convention (Greco et al., 2001), attributes with preferentially
ordered scales are called criteria.

Attributes are structured hierarchically: each attribute xi may have some descendants
(children) and/or predecessors (parents) in the model. This relationship is described by
the function S : X 7→ 2X , which maps each attribute x ∈ X to a set of its descendants
S(x):

S(x) = {xi, xj , . . . , xk}, xi, xj , . . . , xk ∈ X. (3.4)

The relations induced by S must represent a hierarchy � that is, a connected and
directed acyclic graph (DAG).

Currently, in DEX (Bohanec, 2015a; Bohanec & Rajkovi£, 1990; Bohanec, Rajkovi£,
et al., 2013) and its implementation DEXi (Bohanec, 2015b, 2014), hierarchies are handled
with the so-called �links�. The model is developed as a tree, but DEXi creates an im-
plicit connection between attributes with the same name and scale. Internally the model
structure is still considered to be a tree. Because of this, only one of the linked attributes
may have descendant attributes. The main di�erence is evident during the evaluation of
alternatives � when evaluating a linked attribute, all other linked attributes receive the
same computed value. This approach is feasible when there are just a few linked attributes
present in the model. It can be di�cult for the DM to interpret the model with more
linked attributes due to implicit connections.
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In most practical cases, the graph (induced by S) represents a tree, in which all at-
tributes, except a single root attribute, have exactly one parent. In general, however, a
hierarchy may have several roots and may contain attributes that in�uence more than one
parent attribute. If S does not form a hierarchy, then the graph contains one or more
cycles, and the evaluation of alternatives is not possible.

Now that the function S is de�ned, we can induce three important sets of attributes:
modelInputsM , modelOutputsM and aggAttributesM . Alongside, two important Carte-
sian products of attribute scales are induced: inputSpaceM and outputSpaceM .

The model input attributes, modelInputsM , constitute a set of all attributes that do
not have any children in the hierarchy.

modelInputsM = {xi ∈ X|S(xi) = ∅}. (3.5)

Additionally, the model input space inputSpaceM is de�ned as the Cartesian product
of attributes' scales in modelInputsM :

inputSpaceM = Dj ×Dl × · · · ×Dk, xj , xl, . . . , xk ∈ modelInputsM . (3.6)

Model output attributes and model output space are de�ned similarly. modelOutputsM
is a set of all attributes in modelM that are not children to any attribute in the hierarchy,
whereas the outputSpaceM is the Cartesian product of these attributes' scales:

modelOutputsM = {xi ∈ X|xi 6∈
⋃
x∈X

S(x)}, (3.7)

outputSpaceM = Dj ×Dk × · · · ×Dl, xj , xl, . . . , xk ∈ modelOutputsM . (3.8)

Another useful set is the set of all aggregated attributes, aggAttributesM . These
attributes are the ones whose values have to be computed when evaluating alternatives.
Structurally, they appear as internal nodes in the hierarchy:

aggAttributesM = {xi ∈ X|xi 6∈ modelInputsM}. (3.9)

3.1.1 Illustrative Example

We will follow the same illustrative example through this chapter and show the usage of
presented extensions later in Chapter 5. The example addresses the decision problem of
choosing an apartment to buy. At the �rst stage, the model is developed using the DEX
method without any extensions.

The model has one root attribute, apartment, and three children: price, location and
layout. These three attributes are split into �ner detail, which can be seen in Table 3.1. In
this way, price depends on buying price and the price of utilities. Location is considered
an input attribute, and assesses the location of the apartment. The third sub-tree assesses
the layout of the apartment, considering its interior and exterior � these are both input
attributes.

All of the attributes have qualitative values assigned to their scales, which is also shown
in Table 3.1, on the right to the attributes' names. Notably, the model has a simple tree
structure, in which none of the attributes in�uence more than one parent attribute. In
total, there are 8 attributes: 5 input and 3 aggregated, including one root attribute.

Formally, the model has the following attributes:

X = {apartment, price, buying price, utilities, location, layout, interior, exterior}. (3.10)



18 Chapter 3. Qualitative Multi-Criteria Method DEX

Table 3.1: The model for qualitative assessment of apartments. On the left side, the
structure of the attributes is presented, and on the right side, their corresponding scales
are displayed. The scales are ordered from worst values (displayed in red) to best values
(displayed in green).

Attribute Scale

apartment............
price.............

buying price..
utilities......

location..........
layout............

interior.......
exterior.......

very bad, bad, ok, good, very good
high, medium, low
high, medium, low
high, medium, low
bad, ok, good
bad, ok, good
bad, ok, good
bad, ok, good

Further, the preferentially ordered scales presented in the model are the following:

Dapartment = (very bad, bad, ok, good, very good),

Dprice = (high,medium, low),

Dbuying price = (high,medium, low),

Dutilities = (high,medium, low),

Dlocation = (bad, ok, good),

Dlayout = (bad, ok, good),

Dinterior = (bad, ok, good),

Dexterior = (bad, ok, good).

(3.11)

Table 3.1 also shows the descendants of the attributes, and hence we can de�ne the S
function:

S(apartment) = {price, location, layout},
S(price) = {buying price, utilities},

S(buying price) = {},
S(utilities) = {},
S(location) = {},

S(layout) = {interior, exterior},
S(interior) = {},
S(exterior) = {}.

(3.12)

With the descendants de�ned, we can de�ne the model inputs and input space, model
Inputsapartment, inputSpaceapartment, respectively:

modelInputsapartment = {buying price, utilities, location, interior, exterior}, (3.13)

inputSpaceapartment = (high,medium, low)× (high,medium, low)×
×(bad, ok, good)× (bad, ok, good)× (bad, ok, good).

(3.14)

Similarly we can de�ne modelOutputsapartment and outputSpaceapartment:
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modelOutputsapartment = {apartment}, (3.15)

outputSpaceapartment = (very bad, bad, ok, good, very good). (3.16)

With this we �nished the structuring of attributes in the apartment model. We con-
tinue the development of the illustrative example with de�ning of aggregation functions in
Section 3.2.3.

3.2 Aggregation Functions

The aggregation of values in the DEX model is facilitated by decision rules. In order to
compute an aggregated attribute's value from the values of its children in the hierarchy,
each aggregated attribute has an associated total aggregation function. The function is
de�ned by a decision table, which can also be interpreted as a set of decision rules. The total
aggregation function needs to specify an output value for every combination of children's
values. Typically, such tables are prepared by the DM according to his/her preferences.

Each aggregated attribute xi ∈ aggAttributesM needs an aggregation function de�ned
so that the decision alternatives can be evaluated. We denote fi ∈ F as the aggregation
function corresponding to attribute xi. Each aggregation function fi is a total function
that maps all scale value combinations of xi's inputs to an interval value in scale Di:

fi : Dj ×Dk × · · · ×Dl 7→ I(Di), {xj , xk, . . . , xl} = S(xi). (3.17)

Here, I(Di) represents the space of all possible intervals [vl, vh] = {vj |vl � vj � vh ∧
vl, vj , vh ∈ Di}. Intervals are used, rather than crisp qualitative values, for two reasons:

• The expressive power of the functions is greater with intervals than with crisp qual-
itative values. With intervals, an aggregation function can produce an evaluation
between two edge values from domain Di.

• Allowing intervals as outputs of aggregation functions in DEX, even partly-de�ned
functions can be used for aggregation. For example, if a function is not de�ned for
some input values, the lower limit and the higher limit of the evaluation can be
deduced from other de�ned output values, according to the principle of dominance
(see Section 3.2.2). For more information see (Bohanec, 2014).

Usually such aggregation functions are represented as tables which assign an output
value to each possible input value combination. Such tables can also be interpreted as
if-then rules. Examples of such tables are given in Tables 3.2, 3.3, and 3.4, in the context
of the illustrative example.

Functions in DEX are de�ned on discrete points in Cartesian space of attribute's input
values � representing all possible combinations of input values. For that matter, we can
de�ne the completeness of a function fi ∈ F . completenessi ∈ [0, 1] measures �how well
de�ned� is some function fi � for how many input combinations the function produces a
crisp value. Here, 0 means that function is empty, and 1 means that function produces a
crisp value for every combination of input values.

To de�ne the completenessi, we must �rstly de�ne the completeness of one de�ned
rule. Suppose we are given a function fi : Dj × Dk × · · · × Dl 7→ I(Di), then di :
Dj ×Dk × · · · ×Dl 7→ [0, 1] represents the completeness of one rule:
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di(vj , vk, . . . , vl) =
|Di| − |fi(vj , vk, . . . , vl)|

|Di| − 1
, (3.18)

here |Di| represents number of qualitative values in scale of xi and |fi(vj , vk, . . . , vl)| rep-
resents the number of values in the returned interval value.

With that, we can de�ne the completenessi of a function, for a set of de�ned rules
R ⊆ Dj ×Dk × · · · ×Dl:

completenessi =
1

|R|
∑

(vj ,vk,...,vl)∈R

di(vj , vk, . . . , vl). (3.19)

3.2.1 Generalized Functions

For the purpose of using functions fi in the evaluation of alternatives, especially in the
DEXx method described later, we also de�ne functions Fi, which are generalizations of fi
and are de�ned on sets of values rather than on crisp values. The Fi function de�nition
corresponding to the associated function fi is:

Fi : 2Dj × 2Dk × · · · × 2Dl 7→ 2Di . (3.20)

Function Fi is a generalization of fi, and both are expected to produce the same results
on the same singleton input values. Therefore, they are constrained as follows:

∀(vj , vk, . . . , vl) ∈ Dj ×Dk · · · ×Dl : Wj = {vj},Wk = {vk}, . . . ,Wl = {vl} :

Fi(Wj ,Wk, . . . ,Wl) = {fi(vj , vk, . . . , vl)}.
(3.21)

Given fi, the value for function Fi is computed as:

Fi(Wj ,Wk, . . . ,Wl) =
⋃

(vj ,vk,...,vl)∈Wj×Wk×···×Wl

{fi(vj , vk, . . . , vl)}. (3.22)

Here, all possible value combinations from (vj , vk, . . . , vl) ∈ Wj ,Wk, . . . ,Wl are used to
compute the function value of fi. Then, the union of all evaluations is created. From this
de�nition we observe that the constraint from Equation (3.21) is satis�ed.

3.2.2 Monotonic Functions

Decision modeling methodologies must somehow provide a guarantee for consistency in
terms of dominance, e.g. the best selected alternative must not be preferentially worse than
any other considered alternative. In DEX we can con�rm consistency if all the aggregation
functions are monotonic.

To de�ne monotonic functions, we �rst have to de�ne dominance relation on tuples.
Suppose we are considering a set of scales, D1, D2, . . . , Dk, where each Di is an ordered

scale, e.g. Di = (wi,1, wi,2, . . . , wi,ki). Then a tuple of values −→vp dominates a tuple of values
−→vr , formally −→vr � −→vp , when:

−→vp ,−→vr ∈ D1 ×D2 × · · · ×Dk,
−→vr � −→vp ⇐⇒ −→vr,1 � −→vp,1 ∧ −→vr,2 � −→vp,2 ∧ · · · ∧ −→vr,k � −−→vp,k.

(3.23)

Here −→vp,i and −→vr,i denote the i-th value of the corresponding tuple −→vp and −→vr . Note that
the relation −→vi � −→vi always holds, where −→vi ∈ D1 ×D2 × · · · ×Dk.



3.2. Aggregation Functions 21

Suppose, we have a function f : Dj ×Dk× · · ·×Dl 7→ Di, where all Di, Dj , Dk, . . . , Dl

are increasingly ordered (see Equation (3.3)). Then the function fi is said to be monotone
increasing if:

∀−→vp ,−→vr ∈ Dj ×Dk × · · · ×Dl,
−→vr � −→vp =⇒ fi(

−→vr,j ,−→vr,k, . . . ,−→vr,l) � fi(−→vp,j ,−−→vp,k, . . . ,−→vp,l).
(3.24)

The rationale behind this statement is that if any argument in the function preferen-
tially increases in value, then the functional value should not decrease. Because the outputs
of function vi = fi(xj , xk, . . . , xl) are always in the scale Di of the corresponding attribute
xi, di�erent values of vi can again be compared with the preferential operator de�ned in
Section 3.1.

Similarly, the function gi is said to be monotone decreasing if:

∀−→vp ,−→vr ∈ Dj ×Dk × · · · ×Dl,
−→vr � −→vp =⇒ gi(

−→vr,j ,−→vr,k, . . . ,−→vr,l) � gi(−→vp,j ,−−→vp,k, . . . ,−→vp,l).
(3.25)

The rationale behind monotone decreasing is that if any argument in the function
preferentially increases in value, then the functional value should not increase.

Note that a constant function is by de�nition always monotone decreasing and mono-
tone increasing.

To provide the consistency of the model we must guarantee that subsequent evaluations
of monotone increasing functions in hierarchy will again result in consistent �nal evaluation.
Suppose two monotone increasing functions are given: fj : Dl × Dk × · · · × Do 7→ I(Dj)
and fi : Dj 7→ I(Di). The composition of two functions fj and fi is then fj ◦ fi : Dl ×
Dk×· · ·×Do 7→ I(Di), and is computed as fi(fj(vl, vk, . . . , vo)), for some (vl, vk, . . . , vo) ∈
Dl ×Dk × · · · ×Do.

From the monotone increasing function de�nition stated in Equation (3.24) we observe
that composition fi ◦ fj of two monotone increasing functions fi and fj is also a monotone
increasing function. Note that the composition of functions can be generalized when fi has
more than one input � in this case, the monotone increasing property of the composition
is preserved.

3.2.3 Illustrative Example

We continue with the development of the apartment illustrative example with de�ning the
aggregation functions. With this step, the modeling procedure will be �nished. We need
to de�ne an aggregation function for the three aggregated attributes: apartment, price and
layout. The aggregation functions are described by sets of decision rules, represented with
tables. Here note that the following presented tables map their values into crisp qualitative
values, rather than intervals. This is done by convention that when the lower and the upper
limit of the interval is the same value, the value is written as crisp.

The aggregation function for apartment aggregated attribute is presented in Table 3.2.
The aggregation function aggregates values from price, location and layout into values from
apartment. We observe that the function has a value de�ned for all possible input value
combinations, therefore it is complete (completenessapartment = 1) and total.

The Table 3.2 contains a set of decision rules, which can be interpreted as if-then rules.
For example:

fapartment(high, ok, ok) = very bad,

fapartment(low, good, bad) = good.
(3.26)
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Table 3.2: The aggregation function for apartment evaluation from price, location and
layout. Every combination of input values (on the left) results in an output value (right-
most column).

price location layout apartment

high bad bad very bad
high bad ok very bad
high bad good very bad
high ok bad very bad
high ok ok very bad
high ok good very bad
high good bad very bad
high good ok very bad
high good good bad

medium bad bad very bad
medium bad ok very bad
medium bad good very bad
medium ok bad bad
medium ok ok bad
medium ok good bad
medium good bad bad
medium good ok ok
medium good good ok

low bad bad bad
low bad ok bad
low bad good ok
low ok bad good
low ok ok good
low ok good good
low good bad good
low good ok very good
low good good very good

These two can be interpreted as: if price is high and location is ok and layout is ok
then apartment is very bad, and if price is low and location is good and layout is bad
then apartment is good.

The aggregation function for aggregated attribute price is presented in Table 3.3. The
aggregation function aggregates values from buying price and utilities into values from
price. We see the function has a value de�ned for all possible input value combinations,
hence it is complete (completenessprice = 1) and total.

Table 3.3: The aggregation function for price evaluation from buying price and utilities.
Every combination of input values (on the left) results in an output value (right-most
column).

buying price utilities price

high high high
high medium high
high low medium

medium high high
medium medium medium
medium low medium

low high medium
low medium low
low low low

The last aggregation function in the illustrative example is for the aggregated attribute
layout, and is presented in Table 3.4. The aggregation function aggregates values from
interior and exterior into values from layout. The function is again total and complete
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(completenesslayout = 1).

Table 3.4: The aggregation function for layout evaluation from interior and exterior. Every
combination of input values (on the left) results in an output value (right-most column).

interior exterior layout

bad bad bad
bad ok bad
bad good ok

ok bad bad
ok ok ok
ok good ok

good bad ok
good ok good
good good good

In this example we can con�rm that all three aggregation functions are monotone
increasing, hence we can guarantee consistency of evaluations.

3.3 Alternatives and Evaluation of Alternatives

Alternatives in DEX are represented with qualitative values from scales of input attributes.
Formally, an alternative ai is a tuple from the Cartesian space inputSpaceM , for a decision
model M , ai ∈ inputSpaceM .

With AM we denote the set of all decision alternatives de�ned for the decision problem:

AM = {a1, a2, . . . , am}. (3.27)

Alternatives in AM are evaluated with model M with function evaluationM , which
maps from the inputSpaceM to the space of all possible evaluations outputSpaceM :

evaluationM : inputSpaceM 7→ outputSpaceM . (3.28)

The evaluation of alternative ai is done in a bottom-up way, using evaluationM (ai).
The input attribute values are acquired directly from ai. The aggregation is carried out
from model inputs toward its outputs according to the hierarchical structure of the model.
Each aggregate value is computed using the attribute's respective aggregation function.

Algorithmically, all the aggregated attributes in model M are �rst topologically sorted
with respect to S. The sorting is necessary, so that the evaluation procedure has all input
values, for some aggregated attribute, readily available. The topological sorting procedure
is presented in Algorithm 6.1.

The sorting determines the order of atomic aggregation function evaluations and ensures
that all inputs to the current aggregation function are readily available. Then, the values
of aggregated attributes are computed using the corresponding functions Fj in the given
order. This produces the output evaluations corresponding to all aggregated attributes in
modelOutputsM . The described algorithm for evaluation is presented in Algorithm 3.1.

If all aggregation functions de�ned in the model are monotone increasing, then as per
Section 3.2.2, completeness and consistency of evaluations can be con�rmed.

Each alternative ai is viewed as a tuple of values from inputSpaceM . If all functions
are monotone increasing, the aggregation procedure along with statements made in Sec-
tion 3.2.2 con�rm the following:

−→ai � −→aj =⇒ evaluationM (−→ai ) � evaluationM (−→aj ). (3.29)
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Algorithm 3.1: Algorithm evaluate for evaluation of alternative ai on model M .

Input: Alternative ai, Model M
Output: (vj , vk, . . . , vl) ∈ outputSpaceM

1 sort = topologicalSort(M );
2 S = M.S;
3 for j = 0; j < size(M.X ); j + + do

4 x = sort[j];
5 if size(S(x))>0 then

6 Fj = x.F ;
7 values = [size(S(x))];
8 l = 0;
9 for Attribute xk: S(x) do

10 values[l] = ai[xk];
11 l++;
12 end

13 ai[x] = Fj(values);
14 end

15 output = [size(outputSpaceM)];
16 j = 0;
17 for Attribute xl: outputSpaceM do

18 output[j] = ai[xl];
19 j++;
20 end

21 return output ;

Additionally, if there exists an alternative ak ∈ AM , for which it holds:

∀ai ∈ AM : evaluationM (−→ai ) � evaluationM (−→ak), (3.30)

then ak is the most desirable and rational alternative, and hence it should be chosen and
implemented.

However in practice, there are usually multiple alternatives that in the �nal evaluation
receive the same value. Suppose the set of alternatives B = {ak,1, ak,2, . . . , ak,b} represents
the alternatives that receive the same best value after the �nal evaluation. Then the
following holds:

∀bi, bj ∈ B : evaluationM (
−→
bi ) ≈ evaluationM (

−→
bj ),

∀ai ∈ A : ∀bj ∈ B : evaluationM (−→ai ) � evaluationM (
−→
bj ).

(3.31)

Identifying such sets, we can create a sorting of alternatives in terms of MCDA. The
alternatives in DEX are sorted in at most |Droot| classes, where root is one root of the
considered model M . The sort is a partitioning of alternatives AM in |Droot| classes.
Generally, the sort creates a partial order of alternatives � if there is a class to which
more than one alternative is assigned. On the other hand, the sort may create a total order
of alternatives if each class contains at most one alternative.

In cases when partial order is created, the DM must use approaches to �nd the best
alternative with some other MCDA method or with numeric approaches, as described in
(Mileva-Boshkoska & Bohanec, 2012).
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3.3.1 Illustrative Example

Now that the whole model has been de�ned, alternatives can also be de�ned and evaluated.
Let us consider three di�erent apartments called Big, Equipped and Nice. Each apartment
is described by a 5-tuple of values corresponding to the input attributes in the model
(buying price, utilities, location, interior and exterior). The three apartments are shown
in Table 3.5. Notice that all input values are formulated in terms of qualitative values.
In reality, we determine these values from real values of alternatives. For example, we
may assess the buying price of 50000 euros as medium. Since this is only an illustrative
example, we assume that this process has already been carried out by the DM. The table
gives an input value for the given alternative and respective input attribute. For example,
apartment Big has location attribute set to bad.

Table 3.5: The three considered alternatives in the apartment evaluation. For each of the
model input attributes, the respective alternative has a value assigned.

Name buying price utilities location interior exterior

Big medium medium bad bad ok
Equipped medium low ok ok good
Nice low medium good bad bad

The considered alternatives are part of the alternative set Aapartment:

Aapartment = {Big,Equipped,Nice}. (3.32)

In this particular example, we see that according to Equation (3.29), a partial order
of alternatives can be induced. It can be stated that input values of apartment Equipped
dominate input values for apartment Big :

−→
Big �

−−−−−−→
Equipped. (3.33)

From this observation we can conclude that apartment Equipped will receive at least as
good evaluation as apartment Big. Here we are also taking into account the consistency of
the aggregation functions. Apartments Equipped and Nice, and Big and Nice are incom-
parable, since apartment Nice is better in some aspects and worse in other aspects than
apartments Big and Equipped.

With given input values, we can evaluate the three considered alternatives. To illustrate
the evaluation procedure, let us consider the alternative Big. A possible topological sorting
of the aggregated attributes in apartment model is:

(price, layout, apartment). (3.34)

Consequently, the attributes should be evaluated according to this order � from price
to apartment. The value of price is computed by the aggregation function fprice, given the
values for child attributes buying price and utilities (looked up directly from the alterna-
tive). The functional value for fprice(medium,medium) is medium, which is looked up from
Table 3.3 in the �fth row. Similarly, the value for layout is computed by querying function
flayout with values (bad, bad). The produced value is bad. The value for the remaining ag-
gregated attribute apartment is produced by looking up combination (medium, bad, bad).
Here notice that the previous evaluations of computed values for price and layout were
used. The apartment Big is assessed as very bad. The other two apartments, Equipped and
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Nice, are assessed as bad and good, respectively, in the same way as Big. All the evaluations
are shown in Table 3.6.

Table 3.6: The three considered alternatives in the apartment evaluation and the evalua-
tions of the respective aggregated attributes.

Name price layout apartment

Big medium bad very bad
Equipped medium ok bad
Nice low bad good

Looking at the table of evaluations (Table 3.6), we see that apartments are sorted,
where none of the apartments are evaluated with the same evaluation. Since the scale of
attribute apartment is preferentially ordered, we can deduce that apartment Nice is better
than Equipped and apartment Equipped is better than apartment Big. Here we must
point out that from the fact stated in Equation (3.33), the apartment Equipped is indeed
evaluated with a better value than apartment Big. Furthermore, we note that apartment
Nice is the best considered alternative, given the model for apartment evaluation, according
to Equation (3.30).

3.4 Software for DEX

There are currently three computer implementations of DEX method. The �rst is DEXi,
which is the most used implementation for modeling with DEX and also the most devel-
oped. The second implementation is proDEX, which is a stand-alone implementation of
DEX, which is extended with probabilities during evaluation. The third implementation
is the DEXx implementation, developed in this thesis, and presented in Chapter 6.

3.4.1 DEXi

Currently, DEX method is implemented in the software called DEXi (Bohanec & Trdin,
2014; Bohanec, 2015a). DEXi supports an interactive construction of the decision model
and alternatives. The software aids in de�ning decision rules, checking their completeness
and consistency, and provides a number of analytical decision tools. The user can make
an in-depth analysis of evaluations and decision alternatives. For example, for each value
computed during the evaluation, there is a decision rule which was used to obtain that
value � the rule explains how the evaluation was obtained. Moreover, the decision rule
was applied on the basis of values computed by previous evaluations, which can also be
drilled down even further, explaining the sources for such evaluation and thus providing
evidence for answering the question of why the evaluation was such. The process stops
when the drilling procedure reaches the input attributes and basic values of the alternative.
If the DM is not satis�ed with the evaluation, he/she can revisit the model structure,
aggregation functions and/or the alternative's basic values.

The DEXi software includes four di�erent analysis procedures for the evaluated alter-
natives (Bohanec & Trdin, 2014):

Plus-minus-1 analysis checks to which extents alternative evaluations are a�ected by
small changes to the input attribute values,
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Selective explanation informs the user about the strong and weak components of each
alternative � the sub-trees where all attributes have the best (or the worst) possible
values,

Compare compares the pre-selected alternatives attribute-wise, according to their values,
and

Charts are able to plot k sided utility diagrams based on the selected alternatives and k
selected attributes that form the diagrams.

In Figure 3.1 we present DEXi software which has the model from the illustrative
example loaded. On the left side, the �gure shows the structure of the apartment model.
The right part shows the properties of the apartment attribute, such as name, description,
scale and the aggregation function.

Figure 3.2 shows the function de�nition of the apartment attribute. The three leftmost
columns correspond to the three input attributes: price, location and layout. In the three
columns all possible combinations of input values are generated. The fourth column gives
the output value of the aggregation function, for the respective row. The fourth column is
�lled-in by the DM. The upper part of the �gure gives access to additional modeling options,
such as automatic generation of output values with prede�ned weights. Furthermore, the
lower part of the image presents various statistics regarding the output values.

Figure 3.3 shows the three selected alternatives from the illustrative example in DEXi.
The alternatives are shown with their name in a tabular form, where the left-most column
presents the structuring of the attributes. The three right columns give the computed
aggregated values (together with the �nal evaluation) and their respective input values.

Figure 3.1: Screen capture from DEXi software. The left part shows the tree structure
for the model used in the illustrative example. The right part shows the properties of the
apartment attribute such as its name, description, scale and aggregation function.

3.4.2 proDEX

proDEX (�nidar²i£ et al., 2006a, 2006b; �nidar²i£, 2015) is a stand-alone Python imple-
mentation of DEX, which is extended with probabilities in alternative values and probabil-
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Figure 3.2: Screen capture from DEXi software, while de�ning an aggregation function for
apartment attribute. The three leftmost columns give all possible value combinations for
the input attributes price, location and layout. The fourth column gives the output value
for the respective row (input values).

Figure 3.3: The �gure shows the three considered alternatives in the illustrative example,
with their respective input values and their evaluations of aggregated attributes.

ities in function outputs. The implementation additionally supports model revision, which
enables the online model updates, given already evaluated alternatives. The model is up-
dated by manipulating the con�dence of function output values and their corresponding
probabilities.

proDEX is mainly run from the terminal. However, an additional graphical user in-
terface (GUI) was also developed (�nidar²i£, 2015) for usage of proDEX in Orange suite
(Dem²ar et al., 2013) for experimental machine learning and data mining.
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Chapter 4

Extending DEX

The many uses of DEX have indicated a great practical value of the method but have also
revealed the need to extend it in several directions. Five substantial extensions (Trdin
& Bohanec, 2012, 2014a) were identi�ed by practical needs, especially with the aim to
provide additional features for DMs.

In this chapter we extend the DEXmethodology with features that are currently missing
and are needed, so that the methodology will be able to cope with increasing demands of
decision makers and their decisions. The DEX method is formally extended into �ve
directions, where two of the advances are uni�ed as one � for the methodology to work,
both advances need to be included.

• Native support for full hierarchies of attributes, since currently the hierarchies are
rigidly handled by the so-called links.

• Numerical attributes will be incorporated into the methodology in order to support
decision problems that are composed of qualitative and numeric data. With that,
data preprocessing and transformation will be eliminated. The extension of numerical
attributes also requires to aggregate di�erent value types. For that purpose we extend
DEX into direction of general aggregation functions, where the DM is able to de�ne
a wide variety of functions based on numeric and qualitative inputs.

• Simple qualitative and quantitative values are extended to include complex data,
such as fuzzy sets, distributions, sets and intervals of values. The use of extended
domains also needs to propagate the possible probabilities of values and membership
values of fuzzy sets to the higher-level attributes.

• Relational aggregation of alternatives, in order to support decision problems dealing
with relational alternatives, that is alternatives composed of several sub-components.

The newly developed method, based on DEX, which also includes the extensions pre-
sented in this thesis, is called DEXx.

4.1 Full Hierarchies

Regarding the structure of the DEX model, the needed generalization is using full hier-
archies or acyclic directed graphs � DAGs, instead of trees. Usage of any other more
general graph structure is not feasible, since evaluation of alternatives is not possible with
the introduction of cycles. A basic example of contradiction is with two attributes, which
both depend on each other. Evaluation of the �rst needs the value of the second, but the
value of the second can be computed only if it had the value of the �rst.
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In principle, the structure of the DEX model is a hierarchy, i.e. directed acyclic graph.
So far, hierarchies are only indirectly supported in DEX (Bohanec, 2015a; Bohanec &
Rajkovi£, 1990; Bohanec, Rajkovi£, et al., 2013) and DEXi software (Bohanec, 2015b,
2014), using the concepts called �chaining� and �linking� of nodes. In DEXi, the edges
are called links. Links are created automatically, if the user de�nes two attributes with
the same name and a same scale. The functionality is great for usage with not many
linked attributes, but with more complex models with lots of links, the model may become
cluttered and heavy to read. Linking also a�ects structuring of the model � for instance
(Craheix et al., 2015) suggest to separate linked attributes from the main tree.

In the extension we introduce the support for native hierarchies by representing the
model using a direct graph form. Hierarchies also natively support multiple root attributes.

4.1.1 Extension Formalization

The full hierarchies extension does not need any additional formalization, to include it
into DEXx. Recall, in Equation (3.4) S describes a mapping from attribute x, to a set of
attribute's descendants {xi, xj , . . . , xl}. The mapping does not prohibit the usage of S, to
construct the model as a hierarchy.

Additionally, we can de�ne equations that check if the represented model is a tree or a
hierarchy.

In case when a model represents a tree, there are no two attributes, which have a same
child attribute. As a condition, this can be stated as:⋃

x,y∈X,x6=y

S(x) ∩ S(y) = ∅. (4.1)

In the second case when a model represents a hierarchy of attributes, there must exist
at least one pair of di�erent attributes x, y ∈ X, which have a child attribute in common.
As a condition, this can be stated as:⋃

x,y∈X,x6=y

S(x) ∩ S(y) = {xh1 , xh2 , . . . , xhH
} 6= ∅. (4.2)

Here, {xh1 , xh2 . . . , xhH
} represents the set of all attributes that have more than one par-

ent attribute � we sometimes call them hierarchical attributes. If these attributes were
removed from the attribute hierarchy, the model would be decomposed into several con-
nected components, where each component would form a tree. Notice that Algorithm 3.1
already supports hierarchical models by employing topological sorting.

4.2 Numeric Attributes and General Aggregation Functions

Most MCDM methods are quantitative � they involve numeric attributes and real-valued
utility functions. DEX is essentially a qualitative method and currently uses only qualita-
tive attributes. This approach is not always appropriate because it requires that quantita-
tive values are discretized before use, even for quantities that are naturally measured and
expressed with numbers. Furthermore, in many decision problems there is a need to sup-
port both qualitative and quantitative attributes within the same model (Bohanec et al.,
2013, 2014; B. Konti¢, Bohanec, Trdin, et al., 2014; B. Konti¢ et al., 2016). Even though
a few quantitative features have already been considered within DEX (Mileva-Boshkoska
& Bohanec, 2012; Trdin & Bohanec, 2012, 2014a, 2014b; �nidar²i£, Bohanec, & Bratko,
2003), there is a strong need to systematically introduce numerical attributes into the DEX
method.
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Adding numerical attributes requires a number of representational and algorithmic
extensions, such as adding numerical aggregation functions and handling transformations
between qualitative and numeric values. Attribute value scales have to be extended to
include real numbers, integer numbers, �nite intervals over real numbers and �nite integer
intervals. Also, while being edited, models should be able to transform their internal data,
possibly avoiding excessive user interaction.

Supporting numeric attributes does not a�ect the principle of structuring attributes
in a hierarchy, and assigning aggregation functions to aggregated attributes. It however
a�ects the de�nition of domains of attributes.

There is also an essential di�erence in the aggregation functions themselves because,
in general, they have to cope with various combinations of qualitative and quantitative
attributes, both at function inputs (arguments) and function outcomes. For this reason,
we consider six di�erent function types, which di�er by value types of input attributes and
the output attribute.

There are three combinations of basic types the function can receive: (1) all qualitative
values (denoted QQ), (2) all quantitative (numeric) values (NN) or (3) a mix of quantita-
tive and qualitative values (NQ). Regarding the output, the function can yield only one
type of output � either qualitative (Q) or quantitative (N). Note that the basic DEX
method covers only one of these cases: functions that map from qualitative arguments to
qualitative values (denoted QQ 7→ Q).

The introduction of quantitative attribute values increases the expressiveness of at-
tributes' value scales and the aggregation of such quantitative values. The extension
introduces a natural way to incorporate numeric values and operations. Inevitably, the
drawback of the extension is an increased complexity due to introduction of new types of
aggregation functions.

4.2.1 Extension Formalization

First, we need to extend the de�nition of the value scale D given in Equation (3.2) and
Equation (3.3) to include numeric quantities:

Di =


(wi,1, wi,2, . . . , wi,mi)

[a, b] a, b ∈ Z ∪ {−∞,∞}
[c, d] c, d ∈ R ∪ {−∞,∞}

. (4.3)

This equation represents three possibilities for de�ning the value scale Di:

1. The �rst option remains the same as before: the DM may choose a �nite list of words.
The list may be preferentially ordered.

2. The second option de�nes an integer interval by specifying two integer values a, b, a ≤
b. The scale of the particular attribute is then composed of all integers between a and
b, inclusively. Note that we can also specify an unbounded interval using negative or
positive in�nities.

3. The third option de�nes a real interval by choosing two real values c, d, c ≤ d. The
possible values of such attribute are all real values between c and d, inclusively. Both
in�nities are also allowed.

To model all these situations, a general framework is needed, which would be able to
produce either numeric or qualitative values, given any combination of numeric and/or
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qualitative attributes, and take into account the DMs preferential knowledge about aggre-
gation functions and model structure. We are not aware of any such framework, therefore
we propose the following one.

The three cases of possible value scale types cover six types of aggregation functions,
however in the extension only �ve primitive aggregation functions are considered (Fig-
ure 4.1, 4.2, 4.3, 4.4 and 4.5). Here, �primitive� means that the function can be de�ned
in �one step�, using either a single formula or a single decision table. In contrast, a �non-
primitive� or �compound� aggregation is de�ned by a hierarchical composition of primitive
functions. It is very important to formalize all possible primitive aggregation functions,
for three reasons. The �rst and foremost, to avoid any confusion in using functions. The
second reason for formalization is to provide the users of functions with same de�nitions
� which guarantees that functions will always produce the same results. The third reason
is that formalized functions provide guarantees for their input and output types, which
incidentally means that the output of the function (and the whole model) is well de�ned.

Only �ve primitive aggregation functions are considered, because they are su�cient for
representation of other compound functions.

Function type 1 (QQ 7→ Q): These functions have only qualitative inputs and a qual-
itative output. They are already covered by the current DEX method and modeled by
decision rules according to Equation (3.17).

Q Q Q

Q

. . .

Figure 4.1: Graphical representation of Function type 1.

Function type 2 (QQ 7→ N): These functions have only qualitative inputs and a numeric
output. They are modeled similarly to Function type 1 by decision rules � the only
di�erence is that they output a single number or numeric interval instead of a single
word or interval of words. The output number is restricted to the scale of the aggregated
attribute. Function type 2 is already formally covered by Equation (3.17), taking the
extended de�nition of Di in Equation (4.3). Note that this function type includes the
special case Q 7→ N , where only one qualitative attribute is converted to a numerical
attribute.

Q Q Q

N

. . .

Figure 4.2: Graphical representation of Function type 2.

Function type 3 (NN 7→ N): These functions have only numeric inputs and a numeric
output. They are modeled in a purely mathematical way using mathematical operators on
numeric functions' arguments, such as +, −, ×, /, power, square, root, etc., and numeric
constants. A common representative of this function type is the weighted average � for
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example,
∑n

i=1wivi � where wi is the i-th attribute's weight and vi is its value. Similar
to Function type 2, this function type is already formally covered by Equation (3.17). The
di�erence is that all Dj , Dk, . . . , Dl, Di are numeric scales, and function fi is essentially a
mathematical expression. Functions of this type are commonly used in quantitative MCDA
methods and can be thus easily adopted in DEX at this point, together with already
developed support for their acquisition and use in practice. For instance, for Function
type NN 7→ N , the DM can use the weighted sum and employ the pairwise comparison
approach of AHP (Saaty, 2008) to elicit attribute weights.

N N N

N

. . .

Figure 4.3: Graphical representation of Function type 3.

Function type 4 (N 7→ Q): These functions discretize a single numeric input attribute
to an output qualitative attribute. Generally, a discretization function of the i-th attribute
(NQi) maps real numbers to qualitative value scales:

NQi : R 7→ Di. (4.4)

NQi(y) =


wp if y ∈ [a, b]

. . .

wr if y ∈ [c, d]

(4.5)

N

Q

Figure 4.4: Graphical representation of Function type 4.

Function type 5 (NQ 7→ N): These functions have qualitative and numeric inputs and
a numeric output. The primitive speci�cation of such functions is based on decision tables,
similar to function types 1 and 2. First, we de�ne a decision table using all the qualitative
function arguments. Second, in each row of the table we de�ne the numerical function of
the remaining numeric attributes. Formally, suppose that q1, q2, . . . , qk are all qualitative
inputs of xi and n1, n2, . . . , nm are all numeric inputs of xi. Let Φ(xi) denote the space of
functions which receive all xi's numeric inputs and output a numeric value from Di:

Φ(xi) = {f |f : Dn1 ×Dn2 × · · · ×Dnm 7→ Di}. (4.6)

Let hi be a function which maps from all combinations of qualitative inputs to space
Φ(xi):

hi : Dq1 ×Dq2 × · · · ×Dqk 7→ Φ(xi). (4.7)
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The overall aggregation function fi is then evaluated in two steps: (1) the value of
hi(q1, q2, . . . , qk) is used as a table look-up index to �nd the corresponding function g ∈
Φ(xi), and (2) evaluate g(n1, n2, . . . , nm). Formally:

fi(q1, q2, . . . , qk, n1, n2, . . . , nm) = hi(q1, q2, . . . , qk)(n1, n2, . . . , nm). (4.8)

Q Q Q N N N

N

. . . . . .

Figure 4.5: Graphical representation of Function type 5.

We also considered two di�erent formalizations of function type 5, but both formaliza-
tions can be be expressed using other primitive function types, removing the expressive
power of the presented function type 5 � hence the function would not be primitive any
more. The two other considered formalizations are:

• modeling the function by �rstly discretizing numeric values to qualitative values
(using function type 4 ) and �nally mapping all qualitative values to a numeric output
(using function type 2 ). The function expression is (N 7→ Q)Q 7→ N .

• The second option considered �rstly maps qualitative values to a numeric value
(using function type 2 ) and mapping all numeric values to a numeric value by a
mathematical expression (using function type 3 ). Expression for such de�nition is
N(Q 7→ N) 7→ N .

In machine learning terms, Function type 5 resembles one leaf in a model tree (Frank,
Wang, Inglis, Holmes, & Witten, 1998; Landwehr, Hall, & Eibe, 2005). Similarly to model
tree leafs, Function type 5 outputs a numeric function value, based on the split variables.
NQ 7→ N function's inputs represent the corresponding conditions in the split of the model
tree, and the functions in the outputs correspond to the functions in the leaves of the model
tree. Note that similar deduction can be made for function QQ 7→ N .

Using the �ve primitive function types, we can express other (compound) aggregations
of numeric and qualitative values. Among these, two are of special interest: NN 7→ Q and
NQ 7→ Q.

Compound function type NN 7→ Q: These compound functions have only numeric
inputs and a qualitative output. They can be modeled in two ways:

1. Each numeric attribute can be �rst discretized and then aggregated by Function type
1 : (N 7→ Q)(N 7→ Q) 7→ Q.

2. Since the arguments are all numeric, a mathematical expression can be constructed
by Function type 3, and then a single discretization can be applied on the output:
NN 7→ N 7→ Q.

Compound function type NQ 7→ Q: This function type has qualitative and numeric
inputs and a numeric output. It can be modeled with primitive function types in three
ways:
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NN 7→ Q

. . .

NN 7→ N 7→ Q

. . .

. . .

(N 7→ Q)(N 7→ Q) 7→ Q

N N N

Q

N N N

N

Q

N N N

Q Q Q

Q

. . .

A

B

Figure 4.6: Two possibilities for modeling Compound function type NN 7→ Q. Option A
suggests that numeric attributes are �rst discretized to qualitative and then the function is
modeled as a rule based qualitative function. Option B indicates that numeric attributes
are aggregated using Function type 3, and then discretizing the produced result.

1. Discretizing the result retrieved from a Function type 5 : (NQ 7→ N) 7→ Q.

2. Discretizing numeric inputs and creating a qualitative function on all qualitative
attributes: (N 7→ Q)Q 7→ Q.

3. Using Function type 3 on numeric attributes, discretizing its output and creating a
qualitative function on the result and qualitative attributes: ((NN 7→ N) 7→ Q)Q 7→
Q.

The two compound function types are correspondingly presented graphically according
to their descriptions in Figure 4.6 and Figure 4.7.

The compound function types NN 7→ Q and NQ 7→ Q can thus be modeled in a
number of di�erent ways. On one hand, this is convenient, as the functions can be �exibly
adapted to the characteristics of the problem. On the other hand, this puts additional
burden on DM, as he/she has to decide which option to use in a given situation. This
decision is important, as di�erent compound functions generally lead to di�erent results.
The proposed approach ful�lls the requirement for �exibility, but does not answer the
question on how to decide which option should be used. This is left for further research
and practice. At the time being, we assume that the choice of compound functions is
entirely at the DM's responsibility.

4.3 Probabilistic and Fuzzy Distributions

In its current form, DEX evaluates alternatives with crisp values. The only exception is
in cases when a decision table yields an interval of values � in this case, the resulting
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NQ 7→ Q

((NN 7→ N) 7→ Q)Q 7→ Q

(N 7→ Q)Q 7→ Q

(NQ 7→ N) 7→ Q

Q Q Q N N N

Q

Q Q Q N N N

N

Q

Q

Q Q Q N N N

Q Q Q

Q

Q Q Q N N N

N

Q

. . . . . .

. . . . . .

. . . . . .

. . .

. . . . . .
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C

Figure 4.7: Three possibilities for modeling Compound function type NQ 7→ Q. Option
A gives the con�guration to use Function type 5 on the inputs and then discretize the
computed output. Option B gives the possibility to discretize the numeric inputs and
creates a qualitative function on outputs and remaining qualitative inputs. Option C
presents the possibility to aggregate numeric attributes to single numeric value, discretize
the value and then construct a qualitative function based on this and on qualitative inputs.

evaluation is generally a set of values. However, alternatives and the DM's preferences
are often imprecise or uncertain. For instance, alternatives' values may be di�cult to
measure or assess precisely because they may depend on factors that cannot be controlled
by the DM. Similarly, sometimes it is di�cult for the DM to de�ne a decision rule that
would produce a single crisp value because the outcome is distributed between several
values. Therefore, we propose an extension to DEX that explicitly models these types of
uncertainty by introducing probabilistic or fuzzy distributions of values.

Probabilistic distributions were introduced to aggregation functions in DEX and im-
plemented in the system called proDEX (�nidar²i£ et al., 2006b), in order to facilitate the
revision of already developed DEX models (�nidar²i£ et al., 2006a). Probabilistic distri-
butions were also considered in HINT (Hierarchy INduction Tool) (Zupan et al., 1999) for
usage in function decomposition in machine learning (Zupan et al., 2001).

In this section we propose a systematic extension to DEX which introduces probabilistic
and fuzzy value distributions to both alternative values and aggregation functions, taking
into account the formal model described in Chapter 3 and the other extensions proposed
in this thesis. The distributions are introduced at two points:
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1. Values describing decision alternatives are extended to probabilistic or fuzzy distri-
butions of values over corresponding attribute scales, and

2. outputs of aggregation functions are extended from crisp values or intervals to dis-
tributions of values.

That is, wherever we could have previously used a crisp value or an interval of values
in a model, we may now use a distribution of values. This requires three changes to the
formal model: (1) attribute scales have to be extended to cope with value distributions,
(2) aggregation functions should in general map to distributions rather than intervals and
(3) the evaluation procedure should propagate distributed values.

We also considered adding higher-order uncertainty to the value distributions, such as
con�dence into the computations. With such a value added to each value distribution,
we could acquire DM's con�dence in the value assigned to an alternative or con�dence
into correctness or appropriateness of evaluation. The notion of higher-order uncertainty
was included in proDEX (�nidar²i£ et al., 2006b), where it was extensively used for model
revision. For simplicity, higher-order uncertainties were not considered in the extended
DEX methodology so far.

Value distributions are general in the sense that they are capable of representing all
previous value types: single crisp values, value intervals and value sets alongside the newly
required probabilistic and fuzzy distributions of values. Previously de�ned aggregation
functions, which did not include distributions, can thus be used without change in the new
setting.

4.3.1 Prerequisites for Formalization

In order to formally introduce the value distributions into the methodology, we need to
give some mathematical prerequisites.

Given an attribute x and its scale Dx, we de�ne a value distribution V as a tu-
ple (S, r), where S ⊆ Dx and r : S 7→ [0, 1]. For �nite S, we use the notation V =
{v1/p1, v2/p2, . . . , vk/pk}, where pi = r(vi) for each i. Generally, we do not impose any
speci�c interpretation on pi � however, we are interested in two speci�c cases:

1. V is a discrete probability distribution: here, pis represent probabilities of correspond-
ing elements vi, and are normalized so that

∑k
i=1 pi = 1.

2. V is a fuzzy set (Zadeh, 1965): pis represent fuzzy grades of membership of corre-
sponding elements vi. Moreover, a fuzzy set is said to be normalized when maxk

i=1 pi
= 1.

In this way, we can represent all needed value types using both representations:

• A crisp value v can be represented as a value distribution {v/1}.

• A qualitative interval of values [v1, vk], which includes all values v1, v2, . . . , vk, is
represented as a discrete probability distribution {v1/ 1

k , v2/
1
k , . . . , vk/

1
k} or, alterna-

tively, as a fuzzy set {v1/1, v2/1, . . . , vk/1}.

• The set of values v1, v2, . . . , vk is represented as a discrete probability distribution
{v1/ 1

k , v2/
1
k , . . . , vk/

1
k} or as a fuzzy set {v1/1, v2/1, . . . , vk/1}.

For in�nite S, we treat an attribute x as a random variable X and consider the proba-
bility distributions of its values. When X is a continuous random variable, we assume the
existence of probability density function (Feller, 1968) fX : Dx 7→ [0, 1], so that
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P [a ≤ X ≤ b] =

∫ b

a
fX(t)dt, (4.9)

where a, b ∈ Dx.
When X is a discrete random variable, we assume the existence of probability mass

function (Feller, 1968) fX : Dx 7→ [0, 1] so that

fX(t) = P (X = t) (4.10)

where t ∈ Dx.
To formally describe the evaluation procedure using value distributions, we need to

transform all value distributions to a common representation. When interpreted as prob-
ability distributions, discrete and continuous variables can be treated in a uni�ed way.
In order to represent a discrete random variable with a probability density function, we
employ the Dirac delta function (Hewitt & Stromberg, 1965):

δ(x) =

{
∞ if x = 0

0 if x 6= 0
. (4.11)

If a discrete random variable takes values v1, v2, . . . , vk with probabilities p1, p2, . . . , pk,
then its associated probability density function is:

f(t) =
k∑

i=1

δ(t− vi). (4.12)

Suppose there are n independent random variablesXi, i = 1, . . . , n which are associated
with probability density functions fXi(xi). Let Y = G(X1, X2, . . . , Xn) be a random
variable which is a function of Xis. Then the density function fY (y) is (Feller, 1968;
Hewitt & Stromberg, 1965):

fY (y) =

∫ ∞
−∞
· · ·
∫ ∞
−∞

fX1(x1)fX2(x2) . . . fXn(xn)δ(y −G(x1, x2, . . . , xn)) dx1dx2 . . . ,dxn.

(4.13)
In general, solving this multiple integral is a di�cult problem to tackle analytically, thus

we suggest employing statistical sampling with the Monte Carlo method (Ca�isch, 1998)
for all random variables de�ned with a probability density function: each random variable
Xi is sampled m times, giving a �nite discrete probability distribution Vi = {vj/ 1

m |vj ∈
Xi, j = 1, 2, . . . ,m}.

Now, we can consider only value distributions with a �nite number of elements for
probabilistic aggregation. Given some aggregation function g, we need to compute the
value distribution W = g(V1, V2, . . . , Vn), where each distribution Vi is obtained either by
sampling or as a result of computation on lower levels of the attribute hierarchy. Also note
that function g is de�ned only on atomic crisp values, see Equation (3.17). In order to
obtain W = {w1/p1, w2/p2, . . . , wk/pk}, where wi ∈ DY , we need to compute all pi, i =
1, 2, . . . , k:

pi =
∑

(v1/q1,v2/q2,...,vn/qn)∈V1×V2×···×Vn

( ∏
wi/ri∈g(v1,v2,...,vn)

ri
( n∏
j=1

qj
))
. (4.14)

This equation produces a probability for value wi in the �nal value distribution W .
The outer sum runs over the Cartesian product of all basic values in input value distribu-
tions. Given some value combination v1, v2, . . . , vn, the basic function g(v1, v2, . . . , vn) is
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computed. The result is generally a value distribution {w1/r1, w2/r2, . . . , wk/rk}. From
this distribution, only the probability ri of wi is considered. This particular combination
adds to the outer sum the probability of the output ri multiplied by the probability of this
value combination (

∏n
j=1 qj). This procedure follows the intuitive explanation of handling

probabilities. Furthermore, Equation (4.14) is in line with the constraint imposed in Equa-
tion (3.21), specifying that the function Fi should for singleton input value distributions
produce the same value as the function fi.

Fuzzy sets are handled in essentially the same way, except that product and sum oper-
ators are replaced by the standard fuzzy set operators: t-norms (>) as logical conjunction
and the corresponding t-conorms (⊥) as logical disjunction (Bede, 2012):

pi =⊥(v1/q1,v2/q2,...,vn/qn)∈V1×V2×···×Vn
(0,>wi/ri∈g(v1,v2,...,vn)(ri,>(q1, q2, . . . , qn))). (4.15)

The most commonly used t-norms and t-conorms in fuzzy sets are minimum and max-
imum, respectively:

>(a, b) = min(a, b), (4.16)

⊥ (a, b) = max(a, b). (4.17)

By substituting the t-norm and t-conorm, we get an equation for computing pis for
fuzzy sets:

pi = max
(v1/q1,v2/q2,...,vn/qn)∈V1×V2×···×Vn

(0, min
wi/ri∈g(v1,v2,...,vn)

(ri,min(q1, q2, . . . , qn))). (4.18)

Even though Equation (4.15) is general and allows the use of any t-norm or t-conorm,
the current implementation supports only probabilistic and standard fuzzy set operators.

4.3.2 Extension Formalization

In order to formally extend DEX to handle value distributions, we �rst need to extend
the scales of attributes. For practical reasons, we wish to keep the de�nition of value scale
Di of attribute xi ∈ X the same as before. However, we extend the range of aggregation
functions to include value distributions over Di and accommodate the propagation of value
distributions during evaluation. Thus, we de�ne EDi as the space of all value distributions
over Di. When Di is a �nite discrete scale Di = {v1, . . . , vk}, then

EDi = {{v1/p1, v2/p2, . . . , vk/pk}|pj ∈ [0, 1], vj ∈ Di, j = 1, 2, . . . , k}. (4.19)

When Di is in�nite, then EDi = Xi is a random variable with an associated probability
density or probability mass function f(xi) as de�ned in Equations (4.9) and (4.10).

Then, we need to extend Equation (3.17) so that each aggregation function fi can, in
general, map to extended domain EDi instead of the space of intervals I(Di):

fi : Dj ×Dk × · · · ×Dl 7→ EDi, {xj , xk, . . . , xl} = S(xi). (4.20)

This substitution a�ects the aggregation procedure carried out at each aggregated at-
tribute xi. When evaluating the associated aggregation function fi, we should expect value
distributions at inputs. Also, the output result will, in general, be a value distribution,
too. Therefore, we have to rede�ne the function Fi, de�ned in Equation (3.20) to
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Fi : EDj × EDk × · · · × EDl 7→ EDi, (4.21)

where {xj , xk, . . . , xl} = S(xi).
When encountering a �nite value distribution from some scale, the evaluation must

propagate the corresponding probabilities or membership values of particular values to
construct the �nal evaluation. Even though the scales of attributes have been extended,
the aggregation functions fi stay the same � only the evaluation procedure needs to be
adapted to handle the new extended domains. The adaptation de�nes how the aggregation
is performed for function Fi, using function fi. In Section 4.3.1, we suggested handling
only �nite value distributions since in�nite value distributions are sampled.

We suggest using two types of aggregation: probabilistic aggregation or fuzzy aggrega-
tion. We leave the choice to the user of the model and assume that the type of aggregation
has been de�ned in advance. We also assume that all value distributions involved in the
aggregation are normalized accordingly � that is,

∑k
i=1 pi = 1 for probabilistic aggrega-

tion and maxk
i=1 pi = 1 for fuzzy aggregation with normalization. The computation of

Fi is performed according to Equation (4.14) for probabilistic aggregation and according
to Equation (4.18) for fuzzy aggregation. In both cases, the obtained result is a value
distribution which can be interpreted as a probability or fuzzy distribution, respectively.

4.3.3 Simpli�cation of Extended Domain Values

For practical reasons, we introduce the �nal step that simpli�es the obtained value distri-
butions so that they are more readable for the user. The procedure is called simplify: at
input, it takes the full representation of a value distribution V = {v1/p1, v2/p2, . . . , vn/pn}
and produces an equivalent simpli�ed representation. It detects whether V represents
some special distribution, such as a single crisp value, an interval or a set. Formally,
simplifyi(V ), applied on the value distribution V assigned to attribute xi, is a recursive
procedure presented in Algorithm 4.1.

Algorithm 4.1: Algorithm for simpli�cation of extended domain values.

Input: Value V ∈ EDxi , V = {v1/p1, v2/p2, . . . , vn/pn}
Output: Simpli�ed value ∈ EDxi

1 if p1 = p2 = · · · = pn then
2 return simplify({v1, v2, . . . , vn});
3 else if V = {v1, v2, . . . , vn} ∧Di ∩ V = [vl, vh] then
4 return simplify([vl, vh]);
5 else if V = [vl, vh] ∧ vl = vh then
6 return vl;
7 else

8 return V ;

Here, the �rst case detects that all pis are equal, therefore V represents at least a set.
The second case determines whether or not V is an interval, and the third case checks
whether an interval has the same bounds and hence represents a single value.

4.3.4 Stochastic Dominance on Extended Domain

When using value distributions, �nal evaluations cannot always be compared directly. One
of the approaches is to employ stochastic dominance (Hadar & Rusell, 1969) on probabilis-
tic value distributions in order to determine which value distribution is preferentially better.
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Suppose we are given two value distributions V1, V2 ∈ EDx, where Dx is a preferentially
ordered scale. We say that V1 (stochastically) dominates V2 if and only if:

∀w ∈ Dx : P [V1 ≥ w] ≥ P [V2 ≥ w],

∃w ∈ Dx : P [V1 ≥ w] > P [V2 ≥ w].
(4.22)

Stochastic dominance can bring some insight into the �nal evaluations � however, it
cannot always generate a total order of alternatives. This means that the best alternative
may not exist for the current model and input values of the evaluated alternatives. In such
cases, the DM must interpret the results, and chose the best alternative among those that
are not dominated.

4.4 Relational Models

The data encountered in everyday life are frequently of a relational nature in the sense that
one entity is composed of several similar sub-entities � similar to the extent that they can
be assessed or evaluated by the same criteria. For example, when evaluating a company, a
DM may want to evaluate all departments of that particular company. Here the company's
departments are the similar sub-entities, and there is a �one-to-many� relationship between
the company and its departments. All departments can be evaluated in a similar way � by
the same model. The problem, however, is that an arbitrary number of sub-evaluations are
acquired in this way, which need to be combined in the evaluation of the main alternative
(company).

Currently, relational models are not supported in the DEX method. Adding them
would be a substantial improvement, which would facilitate addressing a much larger group
of decision problems. Introducing relational models, however, requires extensions that
a�ect the representation of decision alternatives and introduces new components, such
as relational attributes and relational aggregation functions. The main purpose of this
section is to extend the existing DEX method for the support of relational models and the
relational aggregation of alternatives.

We propose to extend DEX to handle situations where one alternative is composed of
several sub-alternatives (see examples in (Bohanec et al., 2013, 2014; Trdin & Bohanec,
2012, 2013, 2014a, 2014b)). For this purpose, we propose to modify the modeling process
by developing two models: one (M) for the evaluation of the main alternative and another
(RM) for the evaluation of relational sub-alternatives. To evaluate a single main alterna-
tive, each sub-alternative is �rst evaluated by RM . Then, all evaluations are aggregated,
providing an input value to M . The evaluations in both M and RM are carried out in the
same way as described in the previous sections � the only di�erences occur at the point
where the two models are connected with each other.

Relational models were already employed with DEX in two real-world use-cases, in
which they proved very useful for de�ning a decision model and evaluating alternatives on
relational data: the reputational risk assessment of banks (Bohanec et al., 2013, 2014) and
the appraisal of energy production technologies in Slovenia (B. Konti¢, Bohanec, Trdin,
et al., 2014; B. Konti¢ et al., 2016). Both are presented in Chapters 8, and 9, respectively.

4.4.1 Extension Formalization

To formalize this extension, we need to introduce three new entities and one type of aggre-
gation function. The three new entities are: (1) relational alternative, (2) relational model
and (3) relational aggregated attribute. The new aggregation function is called relational
aggregation function and is used only by the relational aggregated attributes.
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Given some alternative a ∈ A, the term relational alternatives denotes all entities ra ∈
RA that are in a many-to-one relation with a. For instance, a ∈ A may be a company and
ra ∈ RA one of its departments, assuming a one-to-many relation department : A 7→ RA.
Since RM , as any other model, contains input attributes, it also holds that

ra ∈ inputSpaceRM . (4.23)

The purpose of the relational model RM is to evaluate relational alternatives RA. RM
is modeled in the same way as any other DEX model � the only di�erence is in its purpose
in the evaluation procedure. It evaluates relational alternatives RA and provides inputs
to the main model M , which evaluates alternatives A.

A relational aggregated attribute rx is a special type of attribute that provides a con-
nection point between the main model M and the relational model RM . rx's scale is
formalized in the same way as it is for the other attributes. The relational attribute rx is
connected to its counterpart output attribute ox from RM � rx serves as an input to M .
In other words, rx is a connecting point betweenM and RM : it receives output from RM
(through attribute ox) and provides input to M . However note that ox can be any type
of attribute � either root, other aggregated attribute, input attribute or even relational
attribute.

As there is a one-to-many relation between A and RA, the aggregation at rx should
aggregate all output values coming from RM that correspond to one alternative (V1, V2, . . . ,
Vn), n ≥ 1, Vi ∈ EDox, into a single input value V ∈ EDrx of M . Here, n is the number
of relational alternatives ra ∈ RA evaluated by RM that are part of a single alternative
a ∈ A evaluated by M .

Consequently, the relational aggregation function frx is special in the sense that it
aggregates n values coming from ox rather than single values from descendant attributes.
Formally:

V = frx(V1, V2, . . . , Vn), (4.24)

frx : (EDox)n 7→ EDrx. (4.25)

In general, frx is any aggregation function de�ned for an arbitrary number of arguments
� for example, min, max, sum, average, mean, count or percentileX , X ∈ [1, 99]. The value
of the function is computed with the corresponding function Frx as per Equation (4.21).
Note that the function is constrained to the types of ox's and rx's scales. For instance,
sum cannot be applied to a qualitative scale of rx.

The visual general con�guration of the relational model is presented in Figure 4.8.
Model M is on the top, connected to the relational model RM via attribute ox in RM
and rx in M . The corresponding functions are fox (used for regular aggregation of values)
and frx, used for relational aggregation. The alternative currently evaluating is a and
alternatives corresponding to a are ra ∈ RA. Values (V1, V2, . . . , Vn) represent the n
evaluations of relational alternatives from RA. From these, value V ∈ EDrx is computed
using frx.

Given this formalization, an arbitrary number of relational models is supported in some
model M . Moreover, an arbitrary number of relational models can be nested inside each
other. Therefore, decision problems with nested relational alternatives can be modeled as
well.

With this formalization, the evaluation procedure presented in Algorithm 3.1 has to
be changed, to support relational aggregation. The new evaluation procedure is presented
in Algorithm 4.2. The main di�erence to the initial evaluation algorithm is the di�erent
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(V1, V2, . . . , Vn)

M

RM

frx

fox

. . .

. . .

a ∈ A

ra ∈ RA

Figure 4.8: Con�guration of connections between the main model and relational model.
Here, M is the main model and RM the relational model, used for evaluation of relational
alternatives ra ∈ RA (corresponding to the alternative a ∈ A), using the aggregation
function frx. The intermediate values produced by fox are (V1, V2, . . . , Vn).

handling of the input attributes (see lines 14�25). When the evaluation encounters an input
attribute, which is also a relational attribute, it gets the corresponding relational model
RM , corresponding relational alternatives RA and aggregation function F . It evaluates
each relational alternative ra ∈ RA against relational model RM , and adds the evaluation
of the counterpart attribute ox into the array of evaluations. Finally, it computes the
relational aggregation function F on the list of evaluations relationalEval, and adds the
�nal evaluation to the alternative ai.
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Algorithm 4.2: Algorithm evaluate for evaluation of alternative ai on model M ,
which also supports relational evaluation.

Input: Alternative ai, Model M
Output: (vj , vk, . . . , vl) ∈ outputSpaceM

1 sort = topologicalSort(M.X );
2 S = M.S;
3 for j = 0; j < size(M.X ); j + + do

4 x = sort[j];
5 if size(S(x))> 0 then
6 fj = x.f ;
7 values = [size(S(x))];
8 l = 0;
9 for Attribute xk: S(x) do

10 values[l] = ai[xk];
11 l++;
12 end

13 ai[x] = fj(values);
14 else if size(S(x))== 0 and x is relational attribute then
15 RM = x.relationalModel;
16 RA = ai.relationalAlternatives(RM);
17 F = x.relationalFunction;
18 ox = x.relationalConnection;
19 relationalEval = size(RA);
20 l=0;
21 for Relational Alternative: ra do
22 V = evaluate(ra, RM );
23 relationalEval[l] = V[ox];
24 l++;
25 end

26 ai[x] = F(relationalEval);
27 end

28 output = [size(outputSpaceM)];
29 j = 0;
30 for Attribute xl: outputSpaceM do

31 output[j] = ai[xl];
32 j++;
33 end

34 return output ;
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Chapter 5

Illustrative Example

This chapter continues development of the illustrative example, presented in Sections 3.1.1,
3.2.3, and 3.3.1. In the example, we �rstly include three numeric attributes and a new
aggregation function (as presented in Section 4.2). Then, we extend the input values of the
alternatives to be value distributions (as presented in Section 4.3). Finally, we introduce
an additional relational model with two attributes and three additional input attributes
to the original models (as presented in Section 4.4). Correspondingly, we extend the three
decision alternatives (apartments) and evaluate them with the extended model.

5.1 Numeric Attributes

We continue work on the illustrative example, which we evaluated in Section 3.3.1. We
introduce numeric attributes in the example while keeping its hierarchical structure intact.
First, we replace the scales of attributes price, buying price and utilities with their numeric
counterparts (see Table 5.1). Due to these conversions, the aggregation functions of the
modi�ed attributes' parents (price and apartment) need to be replaced by functions of a
di�erent type. The remaining function for attribute layout remains the same (Function
type QQ 7→ Q).

Table 5.1: The model for assessment of apartments, with numeric attributes. On the left
side, the structure of the attributes is presented, and on the right side, their correspond-
ing scales are displayed. The scales are ordered from worst values (displayed in red) to
best values (displayed in green). The numeric scales are also preferentially ordered, in a
decreasing order.

Attribute Scale

apartment............
price.............

buying price..
utilities......

location..........
layout............

interior.......
exterior.......

very bad, bad, ok, good, very good
(0,∞)
(0,∞)
(0,∞)
bad, ok, good
bad, ok, good
bad, ok, good
bad, ok, good

Table 5.1 presents the structure of the developed model, with the respective scales of
the attributes. The structure of the model did not change, however the scales for the price,
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buying price and utilities. Given the meaning of the numeric attributes we assume that
their numeric scales are all positive real numbers. Formally, the new scales are:

Dprice = (0,∞),

Dbuying price = (0,∞),

Dutilities = (0,∞).

(5.1)

Note that all other scales remain the same, as described in Equation (3.11).
Further, to completely de�ne the model, we need to de�ne the two new aggregation

functions: fprice and fapartment.
The new function for price is of Function type 3 (NN 7→ N). Suppose that we pay o�

the apartment in 20 years, so our combined price will represent the buying price with 20
years of monthly utilities costs added:

fprice(buying price, utilities) = buying price + 12 · 20 · utilities. (5.2)

Additionally, we need to de�ne the aggregation function for apartment, which is of the
Compound type NQ 7→ Q. We shall compose it according to the schema (NQ 7→ N) 7→ Q
� that is: (1) �rst using the primitive Function type 5, and (2) discretizing the result.
The output of (1) is an estimate of price paid (see Table 5.2). Because we wanted to
include some preferential information in the table, we deducted constant values to favorable
qualitative combinations (e.g. −10 000 for the combination (good, good) in Table 5.2). For
the unfavorable combinations, we added constant values (e.g. +20 000 for the combination
(bad, bad)).

Table 5.2: The intermediate aggregation function for apartment evaluation from price,
location and layout. Every combination of location and layout input values (on the left)
results in a function of price (right-most column).

location layout Φ(apartment)

bad bad price + 20 000
bad ok price + 15 000
bad good price + 5 000

ok bad price
1.1 + 7 500

ok ok price
1.1

ok good price
1.1 − 5 000

good bad price
1.1

good ok price
1.1

good good price
1.1 − 10 000

In step (2), we use the discretization of the achieved output value, from the step (1) of
the function:

NQapartment(y) =



very good if y ∈ [−10 000, 55 000]

good if y ∈ (55 000, 90 000]

ok if y ∈ (90 000, 110 000]

bad if y ∈ (110 000, 140 000]

very bad if y ∈ (140 000,∞)

. (5.3)

With this, the model is completely de�ned and ready for the evaluation of alternatives.
Note that the evaluation order of attributes stays the same because the model structure did
not change. The new numeric input values for the alternatives are presented in Table 5.3.
The remaining qualitative input values remain unchanged. All evaluation results are given
in Table 5.4.
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Table 5.3: The three considered alternatives in the apartment evaluation, with numeric
input values. For each of the model input attributes, the respective alternative has a value
assigned.

Name buying price utilities location interior exterior

Big 85,000 100 bad bad ok
Equipped 80,000 60 ok ok good
Nice 50,000 90 good bad bad

Let us illustrate the evaluation of the alternative Big. The other two alternatives
follow the same procedure. At �rst, the price of alternative Big is obtained by computing
fprice(85 000, 100), which is 109000. The value of layout is computed using the QQ 7→ Q
function flayout(bad, bad), which produces bad. Finally, the value of function for apartment,
which is of Compound type NQ 7→ Q, is computed according to schema (NQ 7→ N) 7→ Q.
The �rst step selects the function price + 20 000, where price = 109 000, so the resulting
value is 129000. Using NQapartment, this value discretizes to bad � the overall evaluation
of apartment Big. All evaluations of the remaining alternatives are presented in Table 5.4.

Table 5.4: The three considered alternatives in the apartment evaluation with included
numeric scales, and the evaluations of the respective aggregated attributes.

Name price layout apartment

Big 109,000 bad bad
Equipped 94,400 ok good
Nice 71,600 bad good

Let us compare these results with the �nal evaluations acquired in Section 3.3.1. Be-
cause of the addition of numeric attributes, values of price attribute changed � conse-
quently �nal evaluations of apartments changed. The most notable di�erence is the change
of the �nal evaluation of alternative Equipped, which increased from bad to good. Due to
added numerical attributes and changed aggregation functions, the �nal price is mapped to
good value. Consequently, the apartments Equipped and Nice are both evaluated as good.
Now, Equipped di�ers from Nice in terms of a better layout, but with a worse price. Both
have the same �nal evaluation � good. The �nal evaluation of apartment Big increased
from very bad to bad because of the same reasons.

We can see that even though the developed model is more complex, the introduction
of numeric attributes brought additional modeling possibilities to our illustrative example.
The inclusion of numeric values allowed for a more natural (monetary) interpretation of
price concepts in comparison to describing them with qualitative values.

5.2 Value Distributions

We continue the illustrative example from the point at which we left it in the previous
section. The model now contains numeric values, and hence the alternatives are also
de�ned using numeric values. Hereafter, we shall include value distributions at alternatives'
input values. The aggregation functions are left unchanged. The type of aggregation is
probabilistic.
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We de�ne probability value distributions of alternatives according to the following
observations:

• Alternative Big does not actually have a �xed utilities bill of 100 � rather, the value
is uniformly distributed through the year in the amount from 80 to 120. The same
applies to alternative Nice, but the value is distributed between 60 and 80. However,
the utilities costs for apartment Equipped are still �xed at 60.

• We do not know the quality of the neighbourhood of alternative Equipped. For this
reason we previously decided to assign the middle value. Now we are able to specify
that the value is actually undetermined or unknown, assigning an interval of all
possible values.

• The equipment of apartment Nice was previously determined by rule of thumb, and
we felt that specifying a single value was too limited. Instead we now specify the
situation with a distribution.

• We were not sure before about the exterior of the apartments Equipped and Nice,
so we decided with a rule of thumb. Now the two input values are distributions,
showing the actual state of the apartment's exterior.

All observations are quanti�ed in Table 5.5, with all remaining input values.

Table 5.5: The three considered alternatives in the apartment evaluation, with numeric
input values and probabilistic value distribution. For each of the model input attributes,
the respective alternative has a value assigned.

Name buying price utilities location interior exterior

Big 85,000 U(80, 120) bad bad ok
Equipped 80,000 60 [bad, good] ok {bad/0.1, good/0.9}
Nice 50,000 U(60, 80) good {bad/0.6, good/0.4} {bad/0.9, good/0.1}

Because the model aggregation functions and scales of attributes did not change from
the previous example, we can immediately evaluate the alternatives. The order of aggre-
gation function evaluations stays the same as before � the model structure stayed the
same. As in previous examples, we will show the evaluation of the �rst alternative Big
and present the results of the evaluations of the other two alternatives. All evaluations of
alternatives are summarized in Table 5.6.

Table 5.6: The three considered alternatives in the apartment evaluation with value dis-
tributions at inputs, and the evaluations of the respective aggregated attributes.

Name price layout apartment

Big
{104 212/0.01,

111 870.4/0.01, . . . ,
106 600/0.01}

bad bad

Equipped 94,400 {bad/0.1, ok/0.9} {bad/0.03, ok/0.33, good/0.63}

Nice
{64 431/0.01,

68 204/0.01, . . . ,
67 184/0.01}

{bad/0.54, ok/0.42, good/0.04} {good/0.96, very good/0.04}
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First, Big 's price is computed using fprice with argument values of 85000 and U(80,
120). The values are interpreted as value distributions: 85000 is {85 000/1} and U(80, 120)
is sampled m times (we choose m = 100), obtaining the value distribution {80.05/0.01,
111.96/0.01, . . . , 90/0.01}. For all 100 combinations of values in buying price ({85 000/1})
distribution and utilities distribution ({80.05/0.01, 111.96/0.01, . . . , 90/0.01}), the function
fprice is evaluated during computation of Fprice. The �nal produced evaluation for price is
{104 212/0.01, 111 870.4/0.01, . . . , 106 600/0.01}.

The value for layout is evaluated to bad as before. The �nal evaluation for apart-
ment Big is acquired with function Fapartment. The values supplied to the function are
{104 212/0.01, 111 870.4/0.01, . . . , 106 600/0.01}, bad and bad. The �rst value is already a
value distribution, and from the other two values, value distributions {bad/1.0} are made.
For each combination of values, fapartment is queried for a value. Note that the probability
for each value combination is 0.01. Because the only possible values for location and layout
are bad, function price+20 000 from space Φ(apartment) is always invoked. The �rst value
from the distribution gives 124212, which is later mapped to value bad by NQapartment.
This is done for all crisp values inside the value distribution of price. Disregarding the
actual value of price, NQapartment always produces bad, which in turn, after simpli�ca-
tion, produces the �nal value evaluation of bad. The two other alternatives are similarly
evaluated. The results are presented in Table 5.6.

The �nal evaluations now give us an additional insight regarding our alternatives. Even
though we know that utilities costs will be variable for alternative Big, the �nal evaluation
of this apartment is still bad. On the other hand, we can now better compare apartments
Equipped and Nice. With only numeric attributes included in the model, we were not able
to distinguish between the apartments in terms of the �nal evaluation. Now we can see
that apartment Equipped is mostly good (with probability 0.6), but there is the probability
of 0.37 that the evaluation is a ok, or even bad (with probability 0.03). For the apartment
Nice, the evaluation is strongly good (probability 0.96) with a small chance (probability
0.04) that the apartment is even very good. It seems that apartment Nice is better than
apartment Equipped. We can con�rm that with stochastic dominance (see Equation (4.22)):

For that, we check for each value v ∈ Dapartment that the probability of the value v or
better in the evaluation of Nice (VNice) is greater or equal than the probability of value v
or better in the evaluation of Equipped (VEquipped):

1 = P [VNice ≥ very bad] ≥ P [VEquipped ≥ very bad] = 1,

1 = P [VNice ≥ bad] ≥ P [VEquipped ≥ bad] = 1,

1 = P [VNice ≥ ok] ≥ P [VEquipped ≥ ok] = 0.97,

1 = P [VNice ≥ good] ≥ P [VEquipped ≥ good] = 0.6,

0.96 = P [VNice ≥ very good] ≥ P [VEquipped ≥ very good] = 0.

(5.4)

Additionally, for the apartment Nice to stochastically dominate apartment Equipped,
we need to �nd a value v′ ∈ Dapartment, for which the probability of producing value at least
v′ in VNice is strictly greater than probability of producing at least value v′ in VEquipped.
There are three such values: ok, good and very good.

Consequently, Nice stochastically dominates Equipped, and can be considered a better
choice. In the same way, it can be shown that both Nice and Equipped dominate Big.

5.3 Relational Model

To show the relational models in practice, we will once again extend the previously de-
veloped illustrative example, taking into account that each apartment consists of multiple
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rooms. Each room has some features worth evaluating, such as size and equipment. Thus,
in addition to the main model for apartments, we introduce a relational model for the
evaluation of rooms. The relational model contains two attributes: (1) size, a numeric
attribute giving the absolute size of the room and (2) equipment, a qualitative attribute
giving the amount and quality of equipment in the room.

Due to the nature of this design, three relational aggregated attributes are introduced
in the apartment model as inputs to the interior attribute: size, rooms and equipment
of the apartment (representing size of the whole apartment, number of rooms and the
equipment in the apartment). The respective scales of the added relational attributes are:
positive real numbers, positive integer numbers, and no, some, yes. The new structure
for the apartment model, together with the corresponding scales is presented in Table 5.7.
The table shows the attributes in black (regular attributes) and blue color (relational
attributes). The descendant attributes from attributes written in blue are the counterpart
relational input attributes.

Table 5.7: The model for assessment of apartments, with relational attributes added.
On the left side, the structure of the attributes is presented, where attributes in black
are regular attributes and attributes in blue color are relational attributes. Attributes
descendants of blue attributes are the relational counterpart attributes. On the right side,
the corresponding scales are displayed. The scales are ordered from worst values (displayed
in red) to best values (displayed in green). The numeric scales for price attributes are also
preferentially ordered, in a decreasing order, while the size's and room's scale are ordered
in an increasing order.

Attribute Scale

apartment...............
price................

buying price.....
utilities ........

location.............
layout...............

interior..........
size...........

size........
equipment .....

equipment ..
rooms..........

equipment ..
exterior..........

very bad, bad, ok, good, very good
(0,∞)
(0,∞)
(0,∞)
bad, ok, good
bad, ok, good
bad, ok, good
(0,∞)
(0,∞)
no, some, yes
no, some, yes
[1 . . .∞)
no, some, yes
bad, ok, good

For the apartment model to be complete, we need to specify the aggregation function
for the interior aggregated attribute (finterior). The function maps from two numeric
inputs (size and rooms) and qualitative equipment to qualitative values of interior. This
function, similarly to function fapartment, is of Compound type NQ 7→ Q. We shall compose
it according to the schema (NQ 7→ N) 7→ Q� that is: (1) �rst using the primitive Function
type 5 and (2) discretizing the result. The output of (1) is an estimate of each room size
(see Table 5.8). Because we wanted to include some preferential information in the table,
we added constant values to favorable qualitative combinations (e.g. +20 for the equipment
being yes in Table 5.8). For the unfavorable no, we disregarded the numeric inputs and
assigned the value 0.

In step (2), we use the discretization of the achieved output value, from the (1) step of
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Table 5.8: The intermediate aggregation function for interior evaluation from size, equip-
ment and rooms. For each value of equipment (on the left) a resulting function of size and
rooms is produced (right-most column).

equipment Φ(interior)

no 0
some size

rooms
yes size

rooms + 20

the function:

NQinterior(y) =


bad if y ∈ [0, 25]

ok if y ∈ (25, 35]

good if y ∈ (35,∞)

. (5.5)

Table 5.9 presents the relational model, for room assessment. In this case, the model
is simply (linearly) structured. Both attributes are input and also output attributes of the
model. Hence, the model for room assessment does not need any aggregation function and
is complete.

Table 5.9: The model for assessment of rooms. On the left side, the structure of the
attributes is presented, while on the right side, the corresponding scales are displayed. The
qualitative scale is ordered from worst values (displayed in red) to best values (displayed in
green). The numeric scale for size attribute is also preferentially ordered, in an increasing
order.

Attribute Scale

size......
equipment

(0,∞)
no, some, yes

The actual con�guration between the main apartment model and the relational room
model is presented in Figure 5.1. Multiple evaluations of rooms (attributes ox) in�uence
relational attributes (rx). Concretely, size attribute (in model room) in�uences relational
attribute size in apartment model. Attribute equipment from model room in�uences both
equipment and rooms in apartment model.

For the models to be usable for evaluation of apartments, we need to specify the
relational aggregation functions for the relational attributes. The values are computed
as follows: (1) size's value is computed by summing the values of size attribute from
the room relational model, (2) equipment transforms the room equipment values with
uniform weighting and (3) rooms counts the number of rooms by counting the number of
equipment 's values that come from the relational model. The functions are formalized as
follows:

fsize(v1, v2, . . . , vn) =

n∑
i=1

vi,

fequipment(v1, v2, . . . , vn) =
1

n

n∑
i=1

vi

frooms(v1, v2, . . . , vn) = count(v1, v2, . . . , vn) = n.

(5.6)
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apartment

room

rx

ox

Figure 5.1: The con�guration of main model for apartment assessment with the relationally
connected model for room assessment. Multiple rooms in�uence evaluation of a single
apartment.

To use the new model, we have to de�ne input values for rooms, and remove the input
values for the interior attribute. Other input values remain unchanged, from the usage in
previous section. The input values are presented in Table 5.10.

Table 5.10: The three considered alternatives in the apartment evaluation, with numeric
input values, probabilistic value distributions and with input values for relational alterna-
tives (rooms). The input values for rooms are given to the right of the respective parent
apartment alternative.

Name buying price utilities location exterior
Room alternatives

size equipment

Big 85,000 U(80, 120) bad ok
40 no
25 no
15 {no/0.9, some/0.1}

Equipped 80,000 60 [bad, good] {bad/0.1, good/0.9} 25 yes
15 {some/0.1, yes/0.9}

Nice 50,000 U(60, 80) good {bad/0.9, good/0.1} 30 {some/0.6, yes/0.4}

The evaluation procedure is almost the same as before. We can follow a similar topolog-
ical sorting. The only di�erence is that the interior attribute is now aggregated attribute
and must be included in the sorting:

(price, interior, layout, apartment). (5.7)

The value for the price is computed in the same way as before. However, some in-
puts to the sub-tree of interior are now obtained from the relational model and may
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di�er from previous calculations (recall, previously interior was an input attribute). The
main di�erence is in the relational aggregation that involves functions fsize, fequipment and
frooms. The aggregation function fsize �rst evaluates the size of three rooms of the Big
apartment, which gives values of {40, 25, 15}. Function produces the sum, which is 80.
Similarly, the value for equipment is computed. The evaluation on rooms model gives
{no, no, {no/0.9, some/0.1}}. The function fequipment weighs each value with 1

3 , and com-
putes the �nal distribution of {no/0.97, some/0.03}. This particular distribution cannot
be simpli�ed and is left as is. The computation of rooms follows the same principle as the
computation for equipment, except that fequipment counts the number of elements rather
than creates a weighted sum of values � the function produces value 3. These values now
enter the calculations as ordinary inputs of the apartment model, giving the results as
shown in Table 5.11.

Table 5.11: The three considered alternatives in the apartment evaluation with value
distributions at inputs, also considering the relational evaluations.

Name price size equipment rooms interior layout apartment

Big
{104 212/0.01,

111 870.4/0.01, . . . ,
106 600/0.01}

80 {no/0.97, some/0.03} 3 {bad/0.97, ok/0.03} {bad/0.97, ok/0.03} bad

Equipped 94,400 40 {some/0.05, yes/0.95} 2 {bad/0.05, good/0.95} {bad/0.005, ok/0.14,
good/0.855}

{bad/0.002, ok/0.33,
good/0.665}

Nice
{64 431/0.01,

68 204/0.01, . . . ,
67 184/0.01}

30 {some/0.6, yes/0.4} 1 {ok/0.6, good/0.4} {bad/0.54, ok/0.42,
good/0.04}

{good/0.96,
very good/0.04}

The �nal evaluation of alternative Big did not change due to the relational aggre-
gation functions � the computed value is the same as before. The same holds for the
Nice apartment. However, the new evaluation of Equipped is di�erent. Previously, the
value of interior was ok. Now, as we explicitly considered two rooms, one of which is
small and incompletely equipped, the aggregation of the rooms gives the value distribu-
tion {some/0.05, yes/0.95}. Thus, the values some and yes are additionally propagated
through the aggregation, resulting in a new evaluation of {bad/0.002, ok/0.33, good/0.665}.
Similarly, as in previous section, we can show that evaluation of apartment Nice stochasti-
cally dominates evaluation of apartment Equipped. Furthermore, the Equipped 's evaluation
dominates the Big 's evaluation.
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Chapter 6

DEXx Implementation

In the course of the thesis we developed an implementation of DEXx method as a library.
The implementation provides a better and more powerful ground structure for decision
making with DEX method. The developed library provides an access to the concepts
and algorithms for extensions described in this thesis, to facilitate usage in di�erent ap-
plications. These applications include usage in various programs in Java, standard shell
programs, other developed computer programs, web sites supporting Java programming
language and usage in web-services.

The DEXx library is a new implementation of DEX method, supporting the �ve ex-
tensions considered in this thesis. Speci�c contributions and advances are:

• Implementation of �ve extensions presented in this thesis. All the extensions can be
concurrently used together in a decision making scenario.

• Implemented using one of the most popular programming languages � Java, which
allows for wider code readability.

• Programming code can be ported to most popular operating systems and computer
architectures.

• The library is implemented with important Java-based concepts, such as generics,
object-oriented design and polymorphism.

• The compiled library and complete source �les are available online, and are managed
using mercurial version control.

• Implementation of speci�c functions on models, which facilitate further viewing and
analysis of the developed models and evaluations (see Section 6.10).

This chapter presents the goals and the purpose of the implementations, details about
software architecture used, hierarchy of classes in Java, and speci�c implementational de-
tails of most used objects in DEXx library. The chapter is concluded with presentation of
important methods, used on models.

6.1 Goals and Purpose of Implementation

The main purpose of the implementation of decision support method DEXx is to facilitate
and simplify the development of decision models in complex situations, which were hard
or even impossible to address previously. The implementation is able to cope with the ever
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increasing amounts and complexity in data, and handling this data in a timely fashion
using the developed models.

The implementation provides a better and more powerful ground structure for decision
making with DEX methodology. The new generation platform provides an easier access
to the developed library to facilitate usage in di�erent applications. The applications vary
from Java applications to web-service implementation.

The goal of the implementation is to develop the existing DEX methodology in Java
programming language. The implementation is backward compatible with the existing
DEXi software package and is also transferable among many computer platforms. On top
of the implementation of the DEX methodology, all �ve proposed extensions, presented
in this thesis, are implemented and tested. Along with the extensions, all other needed
functions and methods are developed, to facilitate the addition of a graphical user interface,
in order for the application to be a stand-alone application with a user interface.

6.2 Software Architecture

As mentioned in the previous Section, for the purpose of the implementation we selected
Java programming language. There were however �ve programming languages considered
for the implementation: C++, C#, Java, Pascal and Python. These �ve languages were
selected based on our knowledge and expertise in them. Pascal language also has a bene�t,
because DEXi (Bohanec, 2015b) is implemented with it. Each of the languages has its
bene�ts and weaknesses:

C++ is a programming language designed by Bell Labs. It is a general-purpose impera-
tive programming language, which is also object-oriented. Typical C++ applications
are developed for low resource usage in embedded systems and in large systems where
performance and e�ciency are a need. It is a compiled language, which cannot be
easily transferred between di�erent computer architectures � the usage in di�erent
computer architectures requires a new compilation of the code and/or even the used
libraries. The language supports many novel features and is being constantly de-
veloped. On the negative note, for the e�ciency of the program, the usage of the
language requires extensive memory management.

C# was initially developed by Microsoft, during their .NET initiative. It is a general
purpose multi-paradigm language, supporting imperative, declarative, functional,
generic, object-oriented and component-oriented programming paradigms. C# is
a compiled language, which means that the language is compiled into machine code
and is inherently fast. However, the down side is that for usage on di�erent sys-
tems the program must be recompiled. Also, because the language was developed by
Microsoft, it is fully functional on Windows based platforms � if the program uses
.NET libraries. There is however no standard compiler for other platforms, which
might prove di�cult to handle in the future. The language provides some low-level
features, such as memory management. However, the support is not as extensive as
the one provided by C++.

Java is a programming language originally developed by Sun Microsystems. It is a concur-
rent, class-based and object-oriented. The implementation of the language allows the
application developers to �write once, run anywhere�. This means that the compiled
Java code can run on any platform that supports Java, without need for recompila-
tion. The Java code is typically compiled into bytecode (intermediate code similar
to machine code), which is then run on any Java virtual machine, regardless of the
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computer architecture. The language has a large standard library and many more
other libraries that can be easily incorporated into applications. Java programming
language however lacks extensive low-level facilities, such as memory management,
which is available in C++.

Pascal is a historically in�uential imperative and procedural programming language, ini-
tially developed by Niklaus Wirth. A derivative of language (Object Pascal) was later
designed for object-oriented design. Pascal is a compiled language, and compilers are
available for all mayor computer platforms, however each compiler provides di�erent
libraries and additional constructs to the language. The most notable compiler is
one provided by Delphi. Pascal provides facilities for memory management.

Python is an interpreted programming language initially developed by Centrum Wis-
kunde & Informatica. It is a high level programming language supporting object-
oriented, imperative and functional programming designs. The code is very portable
between di�erent computer architectures, which is mainly due to the fact that the
language is interpreted � the code can be executed on any architecture that has a
Python interpreter. The main design philosophy of Python is to emphasize on code
readability. The language features design concepts, which allows for fewer lines of
code in comparison with implementations in Java or C++. It supports dynamic
types, which eliminates the need for declaration of variables on one hand, however it
becomes confusing in large projects. The most notable downside of Python against
Java and C++ is its speed, which is quite slower, because the language is not compiled
to machine code, rather it is interpreted by an interpreter.

Considering the �ve options for the selected programming language, we selected Java
in the end. The selection was based on the facts that Java binaries are easily portable
between di�erent computer architectures and its binaries can also be used in web-based
applications via Java Applets. Java also natively features automatic memory management
and garbage collection, which in the end requires less work for the programmer. Another
crucial feature which Java supports very well is the class-based and object-oriented design.
Later in Section 6.3 we present the developed class hierarchy for main classes, interfaces
and exceptions used in the implementation. The object-oriented design allows for four im-
portant concepts: information hiding between connected classes, inheritance of properties
of sub-classes, polymorphism and interfacing. Polymorphism in the context of computer
programming means the ability to replace an object with a sub-object from a sub-class
in various places, i.e. in function calls. Interfacing in object-oriented design is an ability
to de�ne functions or methods (as their signatures) without actually implementing them.
These four features are most useful in the particular context and are hence actively used
in the implementation of the DEXx library.

The code repository is under version control with mercurial. The repository of the
implemented library is publicly available on https://bitbucket.org/nejctrdin/dexx/ (Trdin
& Bohanec, 2015). The web page gives an introduction to the library and presents a small
working example of car evaluation. In the example, a DEXx model is constructed, with
three attributes with qualitative scales and one aggregation function (Function type 1 ).
Two car alternatives are de�ned and evaluated with the model � one with distribution
as an input value. More complex usages of the library can be found under src/test/java/
examples/FunctionExamples.java.

https://bitbucket.org/nejctrdin/dexx/
src/test/java/examples/FunctionExamples.java
src/test/java/examples/FunctionExamples.java
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6.3 Class Hierarchy

In Java, the programming is inherently object-oriented. For that matter, we developed a
class hierarchy that would hold all algorithms and data structures for the modeling and
evaluation purposes. The hierarchy of classes is presented in Table 6.1. All classes are
sub-classes of main Java class Object. The main class in the hierarchy is the QObject class,
from which all other important classes inherit. QObject is an abstract class, and therefore
cannot be instantiated. This is an empty class and is present for distinguishing the DEXx
classes from other Java classes. QObject class has four direct descendant classes which are
split according to their purpose:

• QAlternative is a class whose instances are alternatives in the DEXx method. The
instances of the class hold the input values of the concrete alternatives and all their
evaluations, together with the QModel instance the alternative belongs to. QAlter-
native also has one descendant class, QRelationalAlternative. The class is used for
storing relational alternatives. Along with all inherited properties of the QAlterna-
tive, it also holds a reference to the instance of QAlternative the particular relational
alternative belongs to.

• QNode is an abstract class which di�ers from other classes by the fact that all descen-
dants of the class have some inputs and some outputs. All descendants implement
the Nameable interface. Here inputs are de�ned in a vague way � they may come
from any instance of the descendants of QNode class. The QNode class has one
descendant instantiationable class, QModule for representing modules. The purpose
of the module is to group together various di�erent modules, models or variables
(attributes). The module's main property is that it has at least one input and at
least one output. Furthermore, QModule has two descendant classes:

� QModel is the main class whose instances hold the model in DEXx. The model
holds references to all used variables and alternatives. It implements the Owner
interface. It also guides the evaluation process, while evaluating alternatives.
The class has one descendant, QRelationalModel for storing relational models.
Along with the inherited attributes from QModel, the QRelationalModel stores
a reference to its parent model (or relational model).

� QVariable is a class which instantiates to an attribute in the model. The in-
stances of the class hold a reference to the scale (QScale) and a reference to
an aggregation function (QAggregationFunction), if the attribute is an aggre-
gated attribute. Additionally, it has a reference to the parent attributes and the
descendant attributes (if they exist). It implements the Owner and the Subor-
dinate interfaces. The variable is the owner of the aggregation functions, and
a subordinate to the model. Furthermore, it implements the User interface, for
using the shared aggregation functions and/or scales. Its sub-classed QRelation-
alVariable additionally holds a reference to the relational model and respective
counterpart relational inputs. Also, it holds a reference to relational aggregation
function (QRelationalAggregationFunction), instead of QAggregationFunction.

QSharedObject is the third descendant of the QObject class. It is an abstract class,
which gives the user a possibility to share a same instance of the class in multiple contexts.
Hence, all descendants implement the Shared interface. There are two uses for the sharing:

• QAggregationFunction is an abstract class that receives a determined number of input
values from input domains and produces an output from a speci�c domain. It has
eight descendant classes:
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� QDebugFunction is a simple function implementation, which is used for debug-
ging purposes. It merely returns a string concatenation of input values.

� QGeneralAggregationFunction is an abstract function, which is not used in
DEXx directly. Rather it is a class which can be extended by the user applica-
tion, and enables the user to implement a function outside of DEXx framework.
For example, such function can call an external web-service or query a database.

� QQualitativeToQualitativeFunction is a class representing functions of type 1.
Internally, it models the function as a look-up table of qualitative input values
to a qualitative output value.

� QQualitativeToQuantitativeFunction is a class representing instances of the type
2 functions. It is modeled as a look-up table of qualitative input values to a
quantitative value.

� QQuantitativeToQualitativeFunction is used for functions of type 4. It holds a
mapping from numeric intervals to a qualitative output value.

� QQuantitativeToQuantitativeFunction is used for functions of type 3. Internally,
the function is modeled purely as a mathematical function, which maps from
numeric values to a numeric output value.

� QQuantitativeQualitativeToQuantitativeFunction is used for instantiation of ty-
pe 5 functions. Internally it is composed of a look-up table, mapping from
qualitative input values to a function of other numeric inputs. The function
then maps from numeric inputs to a numeric output.

� QRelationalAggregationFunction is a type of aggregation function used in rela-
tional attributes. Internally it holds a reference to an operation on n values �
for instance sum, weighted sum or product.

• QScale is used for the purpose of determining the type of the attributes scale. Addi-
tionally to the type of values it holds a reference to the upper and lower limit of the
accepted values (for the numeric scales) or a list of all possible values (for qualitative
scales). The instance also holds a property, if the scale is preferentially ordered.

• QValue is the fourth descendant class of QObject. It is an abstract class, whose
sub-classed classes hold a speci�c value used in aggregation functions and in scales.
It has two sub-classes:

� QComplexValueType is an abstract class used for representing the values of
the extended domain. Internally, each of the sub-classes holds values from
QSimpleValueType. QFuzzyValue additionally to values holds the membership
function values. For a di�erence, QDistributionValue's membership values are
called probabilities and sum up to 1. QIntervalValue's speciality is that the
held values are representing the lower and the higher limits of the interval from
a speci�c scale, whereas the QSetValues' are arbitrary values from some scale.

� QSimpleValueType is an abstract class. Instances of its sub-classes are used
in the scales and internal representation of inputs in aggregation functions.
Each instance holds only one value of real type QDoubleValue, integer type
QIntegerType or a qualitative type QQualitativeValue.

Additionally to QObject, there are four important classes used in the running of the
library which are sub-classed from Java's Object:
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• GlobalProperties is a class which can load di�erent options for running the library.
The most notable option is the writing of the log �le, location of the �le and its
severity level.

• Log is a class to which all above mentioned classes report their behavior and errors.
It then guides the writing to the log �le according to the speci�ed preferences.

• ObjectRepository is a class that tracks all created objects. Its main purpose is for
debugging of the library.

• OperationRegistry is a class that records the interactions between the objects de-
scribed above. Mainly it registers the operations (from interface Operation) that
subordinates can perform in the owner's context. For example, if a variable can
change its scale in the context of the model.

Table 6.1: The hierarchy of main Java classes in the implemented library. These classes
are the building blocks of each model developed with DEXx.

Class

Object
QObject

QAlternative
QRelationalAlternative

QNode
QModule

QModel
QRelationalModel

QVariable
QRelationalVariable

QSharedObject
QAggregationFunction

QDebugFunction
QGeneralAggregationFunction
QQualitativeToQualitativeFunction
QQualitativeToQuantitativeFunction
QQuantitativeToQualitativeFunction
QQuantitativeToQuantitativeFunction
QQuantitativeQualitativeToQuantitativeFunction
QRelationalAggregationFunction

QScale
QValue

QComplexValueType
QFuzzyValue

QDistributionValue
QIntervalValue
QSetValue

QSimpleValueType
QDoubleValue
QIntegerValue
QQualitativeValue

GlobalProperties
Log
ObjectRepository
OperationRegistry
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Java also supports interfaces, which enables the instances of classes to have certain
properties or conform to some standards. For that purpose, we also used the interfaces in
the implementation of DEXx. The interface hierarchy is presented in Table 6.2. There are
six interfaces, which all descend from the Java's Object class:

• Nameable is an interface which de�nes that objects implementing the interface should
have a name, and return the name of the particular object with a method. The
interface is used in all sub-classes of QNode.

• Operation is an interface which the operation enums of Owners must implement.
This means that each owner enables its respective registered subordinates to perform
some operations in the context of the owner. If the operation is not registered, then
by de�nition it is prohibited.

• Owner is an interface which is assigned to sub-classes of QNode. These instances
can be owners of their context, and allow or disallow changing of the models by the
registered subordinates.

• Shared is an interface speci�ed for using the sub-classes of the QSharedObject in
a shared context. This enables for attributes to share a same scale and/or a same
aggregation function, if it is applicable. The users of a shared object must implement
the User interface.

• Subordinate is an interface used for specifying the objects, which are able to change
the context of objects implementing the Owner interface. This interface is assigned
to all descendants of QNode.

• User is an interface assigned to the QVariable class and is used to de�ne the users
of the shared objects. Only the attributes can be owners of the shared resource such
as a scale or an aggregation function.

Table 6.2: The interfaces used in the Java library, used for assigning speci�c properties to
the main classes of DEXx.

Class

Object
Nameable
Operation
Owner
Shared
Subordinate
User

For the reporting of errors occurring during the building of models and evaluating the
alternatives in DEXx we implemented 11 exceptions that are arranged into a hierarchy
of classes. The exceptions implemented are presented in Table 6.3. All exceptions are
sub-classed from the Java's Exception class. We decided to sub-class it from Exception,
because all its descendant exceptions can be checked � application can detect them and
possibly recover from them. Whereas the Java's Error class does not enable this option �
it speci�es errors that the application cannot recover from. The main exception used in
the library is LibraryException which is thrown if an implementational library error occurs.
There is only one sub-class from it, the GeneralModelException, which is thrown when a



62 Chapter 6. DEXx Implementation

general exception occurs and it does not �t in any other more speci�c exception class. This
exception is also used when there are problems with the main model � the arrangement
of attributes forms a cycle or when an attribute performs an illegal operation. There are
nine exceptions that are descendants from GeneralModelException:

• AggregationFunctionException is an exception, which is thrown when an error occurs
while evaluating or de�ning a non-relational aggregation function. Its descendant
RelationalAggregationFunctionException is thrown when problems in evaluation of
relational aggregation function occur.

• AlternativeException is used when there is a problem with de�ning input values
to the alternatives or when the evaluation value does not �t into the scale of the
attribute. Similarly, the RelationalAlternativeException is thrown when problems
are encountered in relational alternatives.

• RelationalModelException is thrown when any problem in a relational model occurs.
For example, when a relational model must be evaluated, but does not have any
relational alternatives.

• ScaleException is used for reporting exceptions during the construction of scales. For
example, if the upper limit in a numeric attributes is lower than the lower limit, or
a qualitative scale has two identical values.

• ValueException is thrown for all value related problems. Examples are when the
probabilities in the distribution do not sum up to 1 or the interval value has the
lower value preferentially higher than the higher value of the interval.

• VariableException is used for any failed checks and problems encountered in the at-
tributes. The most frequent exception is reported if the aggregation function de�ni-
tion does not meet the needs of attribute � if the multiplicity and types of arguments
or output does not match the aggregation function. Similarly, a RelationalVariable-
Exception is thrown for problems in relational attributes.

Table 6.3: The hierarchy of exceptions used in the implemented library. The exceptions
are used for reporting errors during construction and evaluation of models developed with
DEXx.

Class

Exception
LibraryException

GeneralModelException
AggregationFunctionException

RelationalAggregationFunctionException
AlternativeException

RelationalAlternativeException
RelationalModelException
ScaleException
ValueException
VariableException

RelationalVariableException
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6.4 Attributes

Attributes are the most basic and the most important building block in the DEXx im-
plementation. Attributes are implemented in class QVariable. They keep references to
their domain's and aggregation functions (if the attributes themselves are aggregated).
Furthermore, they also keep references of their direct parent attributes and direct child
attributes.

During the initial modeling phase of MCDA, the algorithms for checking if the model
is consistent need to be in place. Namely, the algorithm for cycle detection must check
if the model structure contains a cycle on each addition of an attribute to the model.
For that purpose we implemented the topological sort which returns a topological sort
of attributes, if the model structure does not form a cycle. Otherwise, the algorithm
returns an error. Topological sort enables the library to perform atomic operations on
attributes while progressing through the sort, so that it guarantees for every attribute
that lower-laying attribute's atomic operation has already been performed. This fact is
most important in evaluation of models � where all lower-laying attribute values must
be computed, before the current function is evaluated. The algorithm's pseudo code is
presented in Algorithm 6.1.

Algorithm 6.1: Algorithm for topological sorting of the model structure in DEXx.
The algorithm produces a sort of attributes, if the model structure does not have a
cycle, otherwise it produces an error.

Input: Model M
Output: Topological sort, SORT

1 SORT = array [M.attributes()];
2 S = M.getRoots();
3 while |S| > 0 do
4 a = S.pop();
5 SORT.append(a);
6 for (a, b), e = a 7→ b do /* For each edge from a to b */

7 a.removeChild(b);
8 b.removeParent(a);
9 M.removeEdge(a, b);

10 if |b.getParents()| == 0 then /* b has no more parents */

11 S.add(b);
12 end

13 end

14 if |M.getEdges()| > 0 then /* M has non covered edges */

15 return error;
16 else

17 return SORT ;
18 end

The algorithm for topological sorting is needed due to the fact that the extension of
full hierarchies (described in Section 4.1) is included in the implementation. The extension
allows for the models to have attributes that in�uence more parent attributes � have more
than one parent. If this was not the case and such situations would not be permissible,
then such checking would not be needed. In this case, the model would always represent a
tree.
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6.5 Scales

Each attribute in DEXx method has a scale assigned to it. The scale is implemented via
a class QScale. The implementation allows for three di�erent scale types: integer, real or
qualitative. In the case of numeric scales DEXx implementation allows for de�nition of
the higher and the lower limit of the scale, where the high limit must be at least as high
as low. Here low and high are both of type QIntegerValue or QDoubleValue, in case of
integer scale or real scale, respectively. In the case of qualitative scales, the user needs to
specify the whole scale. These scales are lists of values, of type QQualitativeValue. There
is a restriction that no two values must be the same.

All three types of scales allow for de�nition if the scale is preferentially ordered in
an increasing or decreasing order, or if it is unordered. Typically, numeric scales are
increasingly ordered (more is better) for performance attributes and decreasingly ordered
(less is better) for price-like attributes.

QScale implements the Shared interface which allows for usage of the same scale by
more than one attribute (QVariable) � for that purpose, QVariable implements the User
interface. When a scale will be used by more than one attribute, it is set as shared.
After that, other attributes may be assigned the same scale, and by that, the attributes
are denoted as users of the scale. The scale is now a single object which interacts with
multiple attributes and possible corresponding aggregation functions. During the modeling
phase, any corresponding user attribute may change the properties of the scale (such as
type and ordering) � however each change (Operation) is �rstly checked with all other
user attributes, if such action is allowed.

6.5.1 Extended Domain

Extended domains of values are an implicit construct, which is not de�ned on the level of
the attribute. Rather the extended domains (value distributions) are used in alternative's
input values and in outputs of the aggregation functions. This inherently means that
scales of attributes cannot contain values from the extended domain. Also it means that
aggregation function's inputs must be de�ned for simple value types, not for values from
the extended domain.

There are four di�erent value types in the extended domain whose parent class is
QComplexValueType. Each type of the extended domain stores a set of values from QSim-
pleValueType, where all instances are of the same type.

Together with the values, the QFuzzyValue (used for storing fuzzy sets) also stores a
mapping of each value to the membership function in the particular fuzzy set. Each value
of the membership function must be in the range (0, 1]. Here notice that 0 is not included,
because by de�nition, if the membership is 0, then the value is not present in the fuzzy set.
Furthermore, the QDistributionValue is used for representing probabilistic distributions
of values. This complex value type inherits properties of the QFuzzyValue and addition-
ally requires that all membership values (called probabilities) sum up to 1. The library
also checks that during every atomic operation on a QDistributionValue again results in
a distribution value, otherwise the value is super-classed to QFuzzyValue. QDistribution-
Value value also supports de�nition of normally distributed real values. This distribution
is sampled m times, where m is a user argument. After that, the original distribution is
considered as a discrete distribution.

Two similar types from the extended domain are the QIntervalValue and QSetValue.
Internally, the QIntervalValue stores the lower and the higher limit of the interval, whereas
the QSetValue stores all values in the set. However, there is another assumed property for
QIntervalValue: the values between the lower and the higher limit are implicitly included.
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In contrast, values in the QSetValue can arbitrarily be taken from some scale D and are
all explicitly included in the value set.

For each value V in the extended domain a function is in place that checks if the
respective value is indeed taken from a scale D. In the case of qualitative scale D, the
check is that all values in the complex value V are in the domain D:

∀v ∈ V =⇒ v ∈ D. (6.1)

In case of numeric scale D and complex value V , the check is that for each value v ∈ V ,
v is between the lower limit of D and the higher limit of D:

∀v ∈ V =⇒ v ≥ D.low ∧ v ≤ D.high. (6.2)

The algorithm simplify (see Algorithm 4.1) is also implemented, which returns a sim-
pli�ed value from a complex value. It can transform a fuzzy set into a distribution if the
membership values sum up to 1. It can transform a distribution into a set, if all the prob-
abilities are equal for all elements. Furthermore, it can transform a set into an interval
value, if the values indeed form an interval. Finally, it can create a crisp value, if the set
size is 1.

Furthermore, the reverse of the simplify mechanism is also in place. In some cases
there is a need to transform a simpler value into a more complex value. Most notably,
this is needed while evaluating aggregation functions on complex values. At that point all
values are transformed to either QDistributionValue of QFuzzyValue (based on the DM's
preference). Then for each combination of simple value and the respective probabilities
(or memberships), the aggregation function is computed and the multiplied probabilities
(or minimized memberships) are added to the result. For details, see Section 4.3 and
Equations (4.14) and (4.18).

To transform a crisp value v into an interval, the interval [v, v] is created. For transform-
ing an interval [l, h], the set {l, vl+1, . . . , vh−1, h} is produced, where vl+1, . . . , vh−1 are all
values preferentially between l and h. The set {v1, v2, . . . , vn} is transformed into a proba-
bility distribution {v1/ 1

n , v2/
1
n , . . . , vn/

1
n}. The probabilistic distribution {v1/

1
n , v2/

1
n , . . . ,

vn/
1
n} can then also be interpreted as a fuzzy set and is hence not transformed.

6.6 Aggregation Functions

The implementation of DEXx supports �ve basic (primitive) functions, described in Sec-
tion 4.2 and additionally a general aggregation function. During the evaluation procedure,
the aggregation function fx has access to whole alternative a. It reads the needed input
values from the descendant evaluation (or input values) of the aggregated attribute x.

Function type 1 (QQ 7→ Q) is implemented in the QQualitativeToQualitativeFunc-
tion class. Its internal representation needs to map n input values (from n attributes
a1, a2, . . . , an) to the aggregated qualitative value v in the domain of attribute a. For
that purpose we internally used a Map object mapping, which maps from a Long type
into an instance of QValue. While de�ning the aggregation function by points, the DM
speci�es values (vi1 , vi2 , . . . , vin), where ij is the index of the qualitative value in scale Daj .
He/she also speci�es the output value v ∈ EDa. Now, prime numbers p1, p2, . . . , pn are
determined, and a key for mapping is determined:

key =

n∏
j=1

p
ij
j . (6.3)
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The key is guaranteed to be unique for a unique combination of input values, because
such procedure de�nes an integer number with a unique factorization. Finally, the key
is assigned to map to the value v. While evaluating such functions with n values, again
Equation (6.3) is used to get the key of the combination, and the returned value v is
retrieved from the mapping.

Similarly to Function type 1, Function type 2 (QQ 7→ N) is modeled in QQualitative-
ToQuantitativeFunction. The only di�erence in the implementation is that the expected
aggregated attribute's scale Da is numeric.

The implementation of Function type 3 (NN 7→ N) requires to somehow implement
mathematical operations into the library. It is implemented in QQuantitativeToQuantita-
tiveFunction. For that, we implemented the �rst stages of the compiling process of Java.
This includes lexical analysis, syntactic analysis, semantic analysis and abstract syntax
tree creation. The inner programming language recognizes numeric constants, mathemati-
cal operations (+, −, ·, /, ==, ! =, <=, >=, <, >) and four Java functions: sqrt, power,
log and random. Furthermore, we also allow logic constants true and false, and logic op-
erations , && and ||. Additionally, the control statements similar to Java's for, and if and
else are also supported. For the function to be complete, it also recognizes symbols $1, $2,
. . . , which represent positional argument values to the function.

The internal programming language accepts a string, for example return power($1, $2)
(raising the �rst argument to the power of the second argument). The �rst point of the
compiler parses the string for lexems, �return�, �power�, �(�, �$1�, �,�, �$2� and �)�. It checks
that the input string is syntactically correct. After that, it checks if the return statement
is present and that power function indeed returns a numeric value and that arguments to
power function are numeric values � in semantic analysis. Finally, it constructs an abstract
syntax tree, which is used for evaluation of the function. Simply starting at the root of the
syntax tree, the tree is evaluated depth-�rst and values of $1 and $2 are replaced by the
respective input values for evaluation. If at any point, the analysis of the function does not
succeed, or during evaluation an exception is raised, the AggregationFunctionException is
returned to the user.

The compiling process implemented for function QQuantitativeToQuantitativeFunction
allows for even more design freedom� the function together with integer and double types,
also supports string inputs. This means it can be used as a general function of qualitative
and quantitative attributes, and can model even more complex control �ow operations
than just numeric value manipulation.

To implement the Function type 4 (N 7→ Q), internally a Map object is used, called
mapping (QQuantitativeToQualitativeFunction). The DM speci�es pairs of type ([l, h], v),
where [l, h] is an instance of QIntervalV alue, and values l and h are respective lower and
higher numeric limits of the interval. v is the qualitative value, expected as the output. A
List list object is also used to store the intervals. During the de�nition of the aggregation
function, the interval [l, h] is added to the list and also v is put into the mapping as a
value with [l, h] as the key. While evaluating, for a given numeric input m, the list object
is traversed, and checked if m ∈ [li, hi], until such interval is found. Finally, the value v is
returned, which is de�ned for the [li, hi] in the mapping. This procedure allows the DM
to specify non-disjoint intervals at the input. The function outputs the �rst value v for
which the value m is in the respective interval. If there are no matching intervals for the
input value m, the AggregationFunctionException is raised to the user.

To model the aggregation Function type 5 (NQ 7→ N) ideas are borrowed from imple-
mentation from Function type 1 and Function type 4 � it is implemented in QQuantitative-
QualitativeToQuantitativeFunction. Internally it uses the same qualitativemapping object,
except it maps to objects of QQuantitativeToQuantitativeFunction, called numericFunc-
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tion. Themapping is de�ned on all qualitative input attributes and numericFunctions are
de�ned on all numeric attributes to the aggregated attribute a. De�nition of the function
is by pairs ((vi1 , vi2 , . . . , vin), numericFunction). The qualitative values (vi1 , vi2 , . . . , vin)
are used to determine the key for the mapping, using Equation (6.3), and the value as-
signed to the key is numericFunction. During evaluation, the qualitative input values
(vi1 , vi2 , . . . , vin) determine the key for the mapping, and the respective numericFunction
is used to produce the �nal result on the remaining numeric input values.

The abstract implementation of general aggregation functions (QGeneralAggregation-
Function) supports implementation of application speci�c functions, which may be needed
to compute various functions. Such examples are querying a database or making a call
to an external web-service. The function is implemented by the programmer of the ap-
plication (or the DM). The function must be sub-classed from the QGeneralAggregation-
Function and must implement two methods: isComputable and computeValue. Method
isComputable queries the function if in its current state, the function is computable for
any combination of input values. Method computeValue is the core body of the function,
and must hence produce a value (from the scale of the aggregated attribute) for given input
values (taken from the scales of the input attributes).

Further, if such a class is shared and toXML and fromXML methods are also imple-
mented, then such a function can be shared to other users of the methodology. Even more,
the exported models using such a function can also be shared.

6.6.1 Relational Aggregation Functions

Relational aggregation functions, implemented in QRelationalAggregationFunction inter-
nally hold a reference to a prede�ned set of allowed operations. The aggregation function
computes an operation on evaluations of relational alternatives. The operations on arbi-
trary number of arguments are:

• distribution computes the distribution over the values appearing in the evaluations.

• interval creates an interval from the lowest evaluation to the highest possible evalu-
ation, among all evaluations.

• least_frequent computes the least frequent element appearing in the evaluations.

• least_frequent_all computes the least frequent element appearing in the evaluations
and including in the scale of the output attribute.

• max computes the preferentially maximal value appearing in the evaluations.

• mean computes the numeric mean value of the appearing evaluations.

• median computes the numeric median value of the appearing evaluations.

• min computes the preferentially minimal value appearing in the evaluations.

• mode computes the numeric mode value of the appearing evaluations.

• product computes a numeric product of the evaluations.

• random returns a random value appearing in the evaluations.

• set computes a set of all values appearing as evaluations of relational alternatives.

• sum computes a numeric sum of the input evaluations.
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• weighted_avg computes the numeric weighted average of numeric evaluations. Here
a second relational input is expected, which gives the value of the weight.

• weighted_distribution computes a distribution of values, considering an additional
relational input as the weight.

Furthermore, the QRelationalAggregationFunction can be sub-classed, so that a custom
aggregation function can be de�ned. Such function is presented later in Algorithm 7.2.

To evaluate a relational aggregation function, �rstly all relational alternative evalua-
tions are computed for the counterpart relational inputs, and then the selected operation
is applied on the values of the evaluations.

6.7 Alternatives

The alternatives in DEXx are implemented using class QAlternative. Internally, the al-
ternatives hold a reference to all attributes (QVariable), di�erentiating between regular
input attributes, relational attributes and other aggregated attributes. While evaluating,
the evaluations of aggregation functions are written into the respective variables of the
alternative. Internally, the alternatives store evaluations in a Map object, which is map-
ping from the QVariable instance, to an instance of QValue, v. Before actually writing
the evaluation for some attribute a, the alternative checks if the evaluation is indeed taken
from the scale of attribute a, v ∈ EDa.

Similarly, QRelationalAlternative stores all attribute references for the respective rela-
tional model, the alternative belongs to. Additionally, the relational alternatives store a
reference to their parent (relational) alternative.

6.8 Models

QModel is the main class which guides the model development and alternative evaluation
in DEXx. The model holds a reference to all used variables, speci�cally distinguishing
the input and output variables, and alternatives. The model is the Owner of all present
attributes.

The model checks the integrity of the model by checking with the appropriate methods
implemented in the classes. For example, it repeatedly checks for cycle existence (using
Algorithm 6.1) after each addition of a connection between two attributes (update to
successor relation S).

Furthermore, before the evaluation of alternatives, the model checks if all alternatives
have an input assigned to every input attribute, and that all involving aggregation functions
are computable (using the method isComputable). The main model also makes a check for
all relational attributes, if a relational aggregation function is de�ned and that all relational
models involved also have at least one relational alternative de�ned.

QModel mainly communicates with the attributes, scales, aggregation functions and
relational models via so-called Operations. Every time an attribute wants to change
(for example its name), change its scale or aggregation function, it requests so with a
canChange operation to the model. The model may respond with an operation canChange
or noChange. The model issues the signal based on its internal state � for example, it
may be locked for changes and hence issue a noChange signal. If the signal from the model
is canChange, then the attribute can make the proposed changes and after that, it again
issues a signal changed to the model. This signal noti�es the model about the change,
so that the model can update any internal data structures which it uses. In the case, the
model does not allow a change, a GeneralModelException is raised.
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Similarly to QModel, the QRelationalModel also communicates with its attributes,
scales, aggregation functions and other relational models. Additionally, it also communi-
cates with its parent model for changes the relational model may want to make.

6.9 Evaluation of Alternatives

The model guides the evaluation of alternatives. The implemented evaluation of alterna-
tives is in�uenced by the Algorithm 4.2. The evaluation of an alternative a is done in
a concurrent fashion � aggregation functions that are independent are run concurrently.
The model spawns a thread for each aggregation function and puts the thread to sleep.
When all inputs for the particular aggregation function are available, it runs the thread,
and terminates it, when the aggregation function evaluation is produced. When a rela-
tional aggregation function fra is encountered during evaluation, the evaluation procedure
is called recursively on the respective relational model RM with the relational alternatives
RA = a.relationalAlternatives(RM), corresponding to the main alternative a. The eval-
uation of fra is then put to sleep, until all evaluations V = (V1, V2, . . . , V|RA|) of relational
alternatives RA are available. Finally, thread for fra is run with evaluations V .

The implementation allows for full evaluation of alternatives and even a partial eval-
uation � this is particularly useful, if the user is not interested in the evaluation of the
whole model, rather he/she is interested in an evaluation of a speci�c alternative on a given
attribute.

6.10 Important Methods on Models

To simplify the model development process and to provide additional means of model
representation we developed �ve important methods. These methods are:

createWebPage method supports creation of static web-pages, formatted using Bootstrap
framework � supporting styling of the web-pages. The method exports numerous
HTML �les which are already formatted to the extent, where they can be published
online. The web-pages include general information about the model (name, descrip-
tion, number of attributes, aggregated attributes and root attributes). It also has
space for further manual development of the web-page, for example, when one needs
to describe his/her project in more detail. Furthermore, the web-pages export the
structure of the model as a dynamic table, so that the user can navigate through the
model with ease. Each attribute in the model-view includes its description, scale,
(possible) aggregation function and its direct descendants. The aggregation functions
are exported as tables that can be dynamically opened. All present alternatives are
exported on their own page, displaying their respective input values. Another page
for the evaluation of present alternatives is exported, which enables the DM to nav-
igate the evaluations of alternatives at every level of the model. The last exported
page constructs a HTML form, which lists all input attributes and alongside also
their scales as drop-down menus. This is particularly useful, if the DM wants to
enable the users of the web-page to evaluate their own alternatives with the library,
using an exposed web-service.

The method was actively used for viewing and discussing large amounts of produced
evaluations during the sustainability assessment of electric energy production tech-
nologies use-case, presented in Chapter 9.

exportToGRAPHML method allows for exporting the model structure to a standard
GRAPHML format. The method exports all attribute names and their respective
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descriptions. It generates all links (including hierarchical) using GRAPHML syn-
tax. The exporting procedure additionally colors the root, aggregated, input and
relational attributes with di�erent colors. Furthermore, it also exports all relational
models recursively into the same �le, while encapsulating the relational model as
a separate component. The produced �le can be further viewed an analysed by
applications, such as yED Graph Editor.

This method was used for viewing the structure of the large models produced dur-
ing the sustainability assessment of electric energy production technologies use-case,
presented in Chapter 9.

exportXML method exports models to a XML-formatted �le. This is particularly us-
able for reusability of developed models in di�erent applications. Together with the
model and relational model structure, all attribute names, descriptions and scales
are exported. Additionally, the aggregation functions for aggregated attributes are
exported in human readable format. This allows for later changing of the aggre-
gation functions in the XML �les. Finally, if there are any alternatives de�ned for
the model, they are exported with their respective input values, their name and de-
scription. Additionally, if alternatives have relational alternatives assigned, they are
similarly exported and hold a reference to the parent alternative.

Method is usually used for saving �nished models, or models in development. Par-
ticularly, the method was used in all four use-cases presented in Chapters 7, 8, 9
and 10.

importFromDEXi method allows for reading models and alternatives developed using
DEXi (Bohanec, 2015b, 2014). The method reads all information about model at-
tributes � names and description, connections between attributes and also induces
the links between hierarchically connected attributes. Furthermore, the procedure
induces the aggregation functions from the DEXi encoded aggregation function de-
scriptions. Finally, the method also creates all alternatives present in the �le. All
read objects are translated to the DEXx context and allow for immediate continu-
ation of the development/evaluation process. Also note, the models imported with
importFromDEXi can be saved in more powerful XML format with exportXML.

This method is used during translation of the DEXi format models to DEXx models.
The method was used in all four use-cases presented in Chapters 7, 8, 9 and 10.

importXML is a method which reads the XML representations of models exported with
exportXML, or developed by hand in XML with the correct format. Similarly to
importFromDEXi the objects present in the XML format are translated to objects
in DEXx, and can be used for further development/evaluation.

Method is used for restoring the saved models. Particularly, the method was used in
all four use-cases presented in Chapters 7, 8, 9 and 10.

The implemented library support some dynamic aspects of model development. These
dynamic aspects include:

• Changing the order of values in attribute scales. The order does not in�uence the
computation of respective aggregation functions, however it may yield aggregation
function being non-consistent. The computation of the key for the purposes of eval-
uation is independent of the value position in the scale.
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• Changing the order of input attributes to some aggregated attribute. The order of
attributes does not in�uence the evaluation of aggregation functions, because each
attribute has a prime number assigned which is positionally independent (see Equa-
tion (6.3)).

• Changing the order of the scale from increasing/decreasing to decreasing/increasing.
Similarly to the �rst point, the key for a particular value is independent of the value's
position in the scale.

• Dynamic evaluation of model alternatives allows for evaluation only of parts of the
model for a given alternative, if the alternative has already been evaluated. In
essence, the models in DEXx additionally hold information if the sub-hierarchy of
the model has been changed. If a part of the model has not changed from the previous
evaluation of the alternative, then it is not necessary to evaluate the alternative on
the particular part � rather the value can be read directly from the alternative. On
the other hand, if at some point the model has changed, the alternative must again
be evaluated on this particular part.

The library however does not currently support the dynamic aspects of modeling. We
must stress that by �support� we are referring to preserving and manipulating information
the DM entered in the model. The library does not support dynamic function changing
while a value for some attribute is added or deleted. Also, the existing aggregation functions
cannot cope with their representation change, while attributes are being added or deleted
from the respective aggregated attribute.

One of the lacking features in the implemented library is the possibility to analyse
models for their consistency and sensitivity. Another useful feature which is lacking in the
library is the pairwise (or multiple-wise) comparison of alternatives � enabling the DM
to compare the evaluated alternatives on lower-laying levels or by their respective strong
and weak components.
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Chapter 7

Model for Assessment of Public

e-Portals

This chapter is the �rst of the four chapters presenting four use-cases which were imple-
mented using the DEXx methodology and the developed implementation. The use-cases
show that development of complex models, which were previously hard or even impossible
to implement, is now natively supported. Decision problems addressed in these scenarios
have properties that, in order to be successfully solved, require the methodological exten-
sions developed in this thesis. The scenarios involve qualitative and numerical attributes
which form a full hierarchy. The values of the attributes are not just crisp values, but also
include distributions, intervals and sets. On top of that, relational aggregation of relational
alternatives are required. All aggregation is performed with numeric and/or qualitative
values using some prede�ned function type or a custom aggregation function.

The four use-cases cover di�erent real-life decision problems:

• Assessment of Public e-Portals: A qualitative relational model with a custom aggre-
gation function for better representation of complex parts of a model on the domain
of assessment of public e-portals. The use-case is presented in this chapter.

• Assessment of Bank Reputational Risk: A qualitative and quantitative relational
model with high data input processing capabilities on the domain of assessing bank
reputational risk. See Chapter 8.

• Sustainability Assessment of Electric Energy Production Technologies: A qualitative
and quantitative relational model with additional capability for simulating the model
through time on the domain of assessing sustainability of energy options in Slovenia.
See Chapter 9.

• Water �ows in Agriculture: A qualitative model with regular alternatives on the
domain of evaluation of water �ows in agriculture. See Chapter 10.

Electronic administration portals are a platform for electronic administrative services
for di�erent users (citizens and businesses) (Leben & Bohanec, 2004; Leben et al., 2006).
The quality and user-friendliness of these services depends to a large extent on how well
planned and developed it is. The study for evaluating e-portals was carried out at the
Faculty of Administration, University of Ljubljana, Slovenia.

The study for evaluation of e-portals required an explicit treatment of relational al-
ternatives and relational models. This was achieved by developing models using DEXi
(Bohanec, 2015b), evaluating the models, and large amounts of manual intervention for
computation of relational input values.
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The purpose of this use-case presentation is to repeat the study, by implementing the
models using DEXx and the developed implementation, in a native way. The newly imple-
mented case study uses the native support for relational models and relational alternatives,
with small usage of numeric attributes. The information about the models and alternatives
has been retrieved from authors Leben and Bohanec (2004).

The results produced using DEXx show that study of e-portals can be indeed im-
plemented with the DEXx library, producing identical results as the original study, and
without requiring any manual work during evaluation of alternatives. This fact justi�es
the inclusion of the relational models and relational alternatives into the DEXx method.

In this use-case we reconstructed the model with DEXx and reimplemented the model
using the developed implementation. The relational aggregation functions were imple-
mented using DEXx, which in turn eliminated the need for manual relational aggregation.
With this setting, all the evaluations were computed automatically, without the need of
manual intervention and other software. All the produced results were the same as in the
original study (Leben & Bohanec, 2004; Leben et al., 2006).

7.1 Problem Description

The models were required to measure the level of sophistication, coverage, coordination
and accessibility of a service, and combine these into an overall portal score, considering
the life-events that the users of the models could be in. From these requirements, authors
deduced that three di�erent models were needed. Additionally, the models needed to
be connected between them, where evaluations of lower level alternatives needed to be
aggregated � and their aggregate evaluations used in the higher level models. The three
models were:

1. Model for Portal evaluation. This model evaluated the portal over-all considered
attributes and supported life events. Additionally, the model covered the usability
of the portal and coverage of the life events.

2. Model for Life event evaluation. Model evaluates a speci�c life event, considering
all services supporting this particular life event. Even more, the model considers the
maturity of the supported life event, its usability and clarity of the life event.

3. Model for E-service evaluation. This model is at the lowest level of granularity
and it evaluates single e-services. It considers the clarity, given information and
sophistication of e-service. This model has two root attributes:

• E-service evaluation is the main evaluation of the e-service, and

• E-service type is the additional information needed at the Life event evaluation,
because the two types of e-services are aggregated di�erently.

The model for portal evaluation is presented in Table 7.1. The model is used for
evaluation of each portal, given the evaluations of supported life events. The root attribute
is Portal, where the �nal evaluation of portal is produced. The three main branches
of Portal are LE Solution Methods, LE Coverage and LE Usability. Here, LE Solution
Methods (written in blue text) is an input attribute. To evaluate this attribute's input
aggregation of all Life Events needs to be accomplished (evaluations of all life events
assigned to this particular portal). For the relational aggregation function speci�cation,
please refer to Section 7.3.1.

The model for life event evaluation is shown in Table 7.2. The model serves as the
evaluation tool for life events. Its evaluations are based on the evaluations of e-services
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Table 7.1: The model for assessing portals with relational models. On the left side, the
structure of the attributes is presented, and on the right side, their corresponding scales
are displayed. The scales are ordered from worst values (displayed in red) to best values
(displayed in green).

Attribute Scale

Portal...........................
LE Solution Methods.........

Life Event................
LE Coverage..................

Coverage with LEs........
Topics Coverage..........

LEP Usability................
Access to LE..............

List of LE.............
Hierarchy of Topics...
Search Engine .........

Standardisation of LE ...

unacceptable, acceptable, good, very good, excellent
unacceptable, acceptable, good, very good, excellent
unacceptable, acceptable, good, very good, excellent
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
unsuitable, partly-suitable, suitable, very suitable
unsuitable, partly-suitable, suitable, very suitable
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate

supporting this particular life event. Furthermore, the evaluations of life events are used at
the higher level model for assessment of the corresponding portal. In this model, the root
attribute is Life Event. The three main considered sub-trees are Maturity, Usability of LE
and LE clarity. Written in blue text (LE Sophistication) is the relational attribute that ag-
gregates all e-services supporting this particular life event. The inputs to LE Sophistication
(E-service, E-service Type) are both produced by the model for e-service evaluation.

Table 7.2: The model for assessing life events with relational models. On the left side, the
structure of the attributes is presented, and on the right side, their corresponding scales
are displayed. The scales are ordered from worst values (displayed in red) to best values
(displayed in green).

Attribute Scale

Life Event............................
Maturity...........................

LE Sophistication..............
E-service....................
E-service Type..............

Scope of LE ....................
Vital Scope .................
Supplementary Scope........

LE Coordination................
Usability of LE...................

Access to Services.............
Access to Instruments......

Key Steps.................
Check List ...............
FAQ .......................

E-guide......................
Standardisation of Services..

LE clarity.........................

unacceptable, acceptable, good, very good, excellent
unacceptable, acceptable, good, very good, excellent
unacceptable, acceptable, good, very good, excellent
unacceptable, acceptable, good, very good, excellent
vital, supplementary
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
dispersed, one-entry point, step-by-step, one-step
unsuitable, partly-suitable, suitable, very suitable
unsuitable, partly-suitable, suitable, very suitable
unsuitable, partly-suitable, suitable, very suitable
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate

The model for e-service evaluation is presented in Table 7.3. The model is used for
evaluation of e-services, independent of the corresponding portal and life event. In this
model, two root attributes are present E-service � giving the evaluation of the e-service,
and E-service Type � producing the type of this particular e-service (either vital or sup-
plementary). The e-service evaluation is based on three main components: Clarity of
e-Service, Information and the Sophistication. The evaluations of e-services are used in
the model for life event evaluation.
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Table 7.3: The model for assessing particular e-service with relational models. On the left
side, the structure of the attributes is presented, and on the right side, their corresponding
scales are displayed. The scales are ordered from worst values (displayed in red) to best
values (displayed in green).

Attribute Scale

E-service.............................
Clarity of e-Service.............
Information........................

Information Quality ...........
Information Accessibility.....

Sophistication....................
Documents.......................

Document Accessibility.....
Downloadable Documents..

Download...............
Send...................

Interaction ..............
Interactive Forms ....
Attachments...........

Authentication..............
Additional Features ...........

Notifying....................
E-payment....................
E-delivering................

E-service Type.......................

unacceptable, acceptable, good, very good, excellent
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
unsuitable, partly-suitable, suitable, very suitable
unsuitable, partly-suitable, suitable, very suitable
unsuitable, partly-suitable, suitable, very suitable
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
unsuitable, partly-suitable, suitable, very suitable
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
inadequate, partly-adequate, adequate
vital, supplementary

The speci�c descriptions of the used attributes and their interpretations are available
in (Leben et al., 2006).

Models for portal, life event and e-service assessment are relationally structured as
presented in Figure 7.1. The �gure shows that multiple evaluations of e-services in�uence
a single life event (through relational attribute rxL and counterpart relational inputs oxE).
Further, multiple evaluations of life events in�uence a single portal, through relational
attribute rxP and counterpart input attribute oxL.

Assessment of portals considers evaluations of corresponding life events. The study
employs a translation table, presented in Table 7.4. All life-event evaluations are mapped to
an integer value, according to the position in the scale (see Equation (7.1)), for the purpose
of relational aggregation. Their average is then mapped to an integer value according to
Table 7.4. Finally, the inverse function of translate is used to compute the result of the
relational aggregation.

translate(v) =



1 if v = unacceptable

2 if v = acceptable

3 if v = good

4 if v = very good

5 if v = excellent

(7.1)

The assessment of life-events similarly considers evaluations of the corresponding e-
services. It employs a similar table for relational aggregation, presented in Table 7.5.
The values of e-services are mapped to integer values using function translate (see Equa-
tion (7.1)). The averages of numeric evaluations, for vital service score V S (services that
are vital) and for supplementary service score SS (services that are supplementary), are
computed. The aggregate average is computed using Equation (7.2), mapped to an integer
using Table 7.5 and �nally to a qualitative value using the inverse of function translate.
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Portal

Life event

E-service

rxP

oxL

rxL

oxE

Figure 7.1: The con�guration of main model for portal assessment with the relationally
connected model for life event assessment, which in turn depends on respective e-service
assessment. Multiple e-services in�uence evaluation of a single life event, and multiple
evaluations of life-events in�uence a single portal.

Table 7.4: The translation table from average life-event score to the relational value of LE
solution methods.

Average LE score LE solution methods

from 1 to 1.4 1
from 1.5 to 2.3 2
from 2.4 to 3.3 3
from 3.4 to 4.2 4
from 4.3 to 5 5

aggregate(V S, SS) =


V S if SS = 0,
2
3 + 1

3SS if V S = 0,
2
3V S + 1

3SS otherwise.

(7.2)

In the original study, the three models were developed using DEX method (Bohanec
& Rajkovi£, 1990, 1999; Bohanec, Rajkovi£, et al., 2013) and DEXi software (Bohanec,
2015b). The evaluation in the study was done semi-automatically. All e-services were
evaluated using DEXi, then all evaluations were manually mapped to the corresponding
life events. The relational aggregation of e-services was done using Microsoft Excel. The
produced relational evaluations were introduced to DEXi for assessment of life-events. Life
events were again evaluated using DEXi, mapped to the corresponding portals and their
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Table 7.5: The translation table from weighted e-service score to the relational value of
LE sophistication.

Average e-service score LE sophistication

from 1 to 1.7 1
from 1.8 to 2.5 2
from 2.6 to 3.3 3
from 3.4 to 4.1 4
from 4.2 to 5 5

evaluations relationally aggregated using Microsoft Excel. The evaluations of portals were
�nally produced by inputting the life-event relational evaluations into DEXi.

7.2 Model Description and Structure

The model structure for Public e-Portal evaluation was reconstructed from the study
(Leben & Bohanec, 2004; Leben et al., 2006). The models for portal, life event and e-
service evaluation are presented in Tables 7.1, 7.2 and 7.3, respectively.

The models implemented using DEXx have smaller di�erences added, in order to model
the relational aggregation functions precisely as in the original study. The main problem
here was the inclusion of numeric attributes, since the evaluation procedure in the original
study considered numeric values in an implicit way (see Tables 7.4 and 7.5). With DEXx,
the numeric attributes need to be explicitly de�ned. The key di�erences are:

Portal evaluation has one attribute added as a child to the LE Solution Methods at-
tribute. We call this attribute AVG Life Event and its scale are positive real num-
bers. AVG Life Event is the new relational attribute in model for portal evaluation,
which represents the average evaluation value over all life events supported by a par-
ticular portal. Its counterpart relational input is the new attribute called N Life
Event, which is described below.

Life Event evaluation model has two changes:

• A new attribute called N Life Event is added to the model. The attribute is
placed as a root in the model. Its input is the previous root of the model (Life
Event). The scale of the attribute are all integers from 1 to 5 inclusively. The
attribute represents the numerical evaluation of a particular life event.

• A new relational attribute called AVG E-service is added to the model. The
attribute is placed as an input to LE Sophistication. The relational inputs to
the attribute are N E-service and E-service Type. The scale of AVG E-service
are positive real numbers. The attribute will compute the aggregated life event
sophistication based on Equation (7.2).

E-service evaluation has one attribute added as a root of the model. The attribute is
called N E-service and represents the numeric value of the �nal evaluation of the
e-service. Its input is attribute E-service. The scale of the new attribute are all
integers from 1 to 5 inclusive.
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Formally, model for evaluation of portals has the following attributes (the equations
are derived from Table 7.1):

X = {Portal,LE Solution Methods,LE Coverage, . . . , Standardisation of LE}. (7.3)

The descendants of attributes are described by mapping S (see Equation (3.4)):

S(Portal) = {LE Solution Methods,LE Coverage,LEP Usability},
S(LE Coverage) = {Coverage with LEs,Topics Coverage},
S(LEP Usability) = {Access to LE, Standardisation of LE},

S(Access to LE) = {List of LE,Hierarchy of Topics, Search Engine},
S(LE Solution Methods) = {AVG Life Event},

S(Coverage with LEs) = {},
. . . ,

S(Standardisation of LE) = {}.

(7.4)

Now, also the aggAttributesPortal can be de�ned as:

aggAttributesPortal = {Portal,LE Coverage,LEP Usability,Access to LE,

LE Solution Methods}.
(7.5)

Furthermore, modelInputsPortal can be computed:

modelInputsPortal = {AVG Life Event,Coverage with LEs,Topics Coverage,

List of LE,Hierarchy of Topics, Search Engine, Standardisation of LE}.
(7.6)

Finally, the computed modelOutputsPortal are:

modelOutputsPortal = {Portal}. (7.7)

The scales of the attributes are also shown on the right side of the Table 7.1. The scales
to the corresponding attributes are:

DPortal = (unacceptable, acceptable, good, very good, excellent),

DLE Solution Methods = (unacceptable, acceptable, good, very good, excellent),

. . . ,

DStandardisation of LE = (inadequate, partly-adequate, adequate),

DAVG Life Event = R+.

(7.8)

Moreover, since the model for evaluation of portals has a subordinate relational model,
it also has a relational attribute (rx): AVG Life Event. Its counterpart attribute (ox) from
the relational model for life event evaluation is N Life Event.

Similarly, attributes X, successors S, aggregated attributes aggAttributesLife Event,
model inputs modelInputsLife Event, model outputs modelOutputsLife Event and scales D,
are constructed from Table 7.2 for the model for life event assessment.

X = {Life Event,Maturity,LE Sophistication, . . . ,LE clarity}, (7.9)
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S(Life Event) = {Maturity,Usability of LE,LE clarity},
S(Maturity) = {LE Sophistication, Scope of LE,LE Coordination},

. . . ,

S(Access to Instruments) = {Key Steps,Check List,FAQ},
S(LE Sophistication) = {AVG E-service},

S(AVG E-service) = {},
S(Vital Scope) = {},

. . . ,

S(LE clarity) = {},

(7.10)

aggAttributesLife Event = {Life Event,Maturity, Scope of LE,Usability of LE,

Access to Services,Access to Instruments,LE Sophistication},
(7.11)

modelInputsLife Event = {AVG E-service,Vital Scope, Supplementary Scope,

LE Coordination,Key Steps,Check List,FAQ,E-guide,

Standardisation of Services,LE clarity},
(7.12)

modelOutputsLife Event = {Life Event}, (7.13)

DLife Event = (unacceptable, acceptable, good, very good, excellent),

DMaturity = (unacceptable, acceptable, good, very good, excellent),

. . . ,

DLE clarity = (inadequate, partly-adequate, adequate),

DAVG E-service = R+,

DN Life Event = [1, 5].

(7.14)

Again, the model for evaluation of life events has a subordinate relational model, it
also has a relational attribute (rx): AVG E-service. Its counterpart attributes (ox) from
the relational model for e-service evaluation are N E-service and E-service Type.

Attributes X, successors S, aggregated attributes aggAttributesE-service, model inputs
modelInputsE-service, model outputs modelOutputsE-service and scales D, are constructed
from Table 7.3 for the model for e-service assessment.

X = {N E-service,E-service,Clarity of e-Service,

Information, . . . ,E-service Type},
(7.15)

S(N E-service) = {E-service},
S(E-service) = {Clarity of e-Service, Information, Sophistication},
S(Information) = {Information Quality, Information Accessability},

. . . ,

S(Additional Features) = {Notifying,E-payment,E-delivering},
S(Information Quality) = {},

S(information Accessability) = {},
. . . ,

S(E-service Type) = {},

(7.16)
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aggAttributesE-service = {N E-service,E-service, Information, Sophistication,

Documents,Document Accessability,Downloadable Documents,

Interaction,Additional Features},
(7.17)

modelInputsLife Event = {Information Quality, Information Accessability,

Download, Send, Interactive Forms,Attachments,Authentication,Notifying,

E-payment,E-delivering,E-service Type},
(7.18)

modelOutputsE-service = {N E-service,E-service Type}, (7.19)

DN E-service = [1, 5],

DE-service = (unacceptable, acceptable, good, very good, excellent),

DClarity of e-Service = (inadequate, partly-adequate, adequate),

. . . ,

DE-service Type = {vital, supplementary}.

(7.20)

Because the model for e-service evaluation does not have any subordinate relational
models, there are no relational attributes and no relationally connected counterpart at-
tributes.

7.3 Aggregation Functions

We present the aggregation functions for selected attributes for each of the models, which
are derived from the DEX models used in the original study (Leben & Bohanec, 2004;
Leben et al., 2006).

The aggregation function for Portal attribute in the portal evaluation is given in Ta-
ble 7.6. The aggregation function aggregates three input attribute values of LE Solution
Methods, LE Coverage and LEP Usability into the evaluation of Portal. First three columns
represent all possible combinations of input values, and the right-most column gives the
output value for the corresponding combination. Each combination row in the table is read
as a rule. For example, the �rst line reads: if LE Solution Methods is unacceptable and

LE Coverage is inadequate and LEP Usability is unsuitable then Portal is unacceptable.
Similarly, all other rules can be interpreted.

Aggregation function for LE Solution Methods is given in Equation (7.21). It aggre-
gates a numeric value (DAVG Life Event) to a qualitative value (from DLE Solution Methods),
according to Table 7.4. The function is of primitive type 4 (see Equation (4.5)).

NQLE Solution Methods(y) =



unacceptable if y ∈ [1, 1.4]

acceptable if y ∈ (1.4, 2.3]

good if y ∈ (2.3, 3.3]

very good if y ∈ (3.3, 4.2]

excellent if y ∈ (4.2, 5]

(7.21)

N Life Event aggregation function transforms a qualitative value into a numeric integer
value, and is hence a Function type 2. Its purpose is to prepare the evaluations of life events
for their averaging in the relational attribute AVG Life Event. It aggregates qualitative
values from DLife Event into domain DN Life Event. It is de�ned as:
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Table 7.6: The aggregation function for Portal evaluation from LE Solution Methods, LE
Coverage and LEP Usability.

LE Solution Methods LE Coverage LEP Usability Portal

unacceptable inadequate unsuitable unacceptable
unacceptable inadequate partly-suitable unacceptable
unacceptable inadequate suitable unacceptable
unacceptable inadequate very suitable unacceptable
unacceptable partly-adequate unsuitable unacceptable
unacceptable partly-adequate partly-suitable unacceptable
unacceptable partly-adequate suitable unacceptable
unacceptable partly-adequate very suitable unacceptable
unacceptable adequate unsuitable unacceptable
unacceptable adequate partly-suitable unacceptable
unacceptable adequate suitable unacceptable
unacceptable adequate very suitable unacceptable

acceptable inadequate unsuitable unacceptable
acceptable inadequate partly-suitable unacceptable
acceptable inadequate suitable unacceptable
acceptable inadequate very suitable unacceptable
acceptable partly-adequate unsuitable unacceptable
acceptable partly-adequate partly-suitable acceptable
acceptable partly-adequate suitable acceptable
acceptable partly-adequate very suitable acceptable
acceptable adequate unsuitable acceptable
acceptable adequate partly-suitable acceptable
acceptable adequate suitable acceptable
acceptable adequate very suitable good

good inadequate unsuitable unacceptable
good inadequate partly-suitable acceptable
good inadequate suitable acceptable
good inadequate very suitable good
good partly-adequate unsuitable acceptable
good partly-adequate partly-suitable good
good partly-adequate suitable good
good partly-adequate very suitable very good
good adequate unsuitable acceptable
good adequate partly-suitable good
good adequate suitable good
good adequate very suitable very good

very good inadequate unsuitable unacceptable
very good inadequate partly-suitable acceptable
very good inadequate suitable acceptable
very good inadequate very suitable good
very good partly-adequate unsuitable unacceptable
very good partly-adequate partly-suitable good
very good partly-adequate suitable good
very good partly-adequate very suitable very good
very good adequate unsuitable acceptable
very good adequate partly-suitable good
very good adequate suitable very good
very good adequate very suitable excellent

excellent inadequate unsuitable unacceptable
excellent inadequate partly-suitable acceptable
excellent inadequate suitable good
excellent inadequate very suitable good
excellent partly-adequate unsuitable acceptable
excellent partly-adequate partly-suitable good
excellent partly-adequate suitable good
excellent partly-adequate very suitable very good
excellent adequate unsuitable acceptable
excellent adequate partly-suitable very good
excellent adequate suitable excellent
excellent adequate very suitable excellent



7.3. Aggregation Functions 83

fN Life Event(y) =



1 if y is unacceptable

2 if y is acceptable

3 if y is good

4 if y is very good

5 if y is excellent

. (7.22)

Aggregation function for Life Event attribute in life event evaluation is presented in
Table 7.7, which aggregates all combinations of Maturity, Usability of LE and LE clarity
values into the output value of Life Event.

The Function type 4 for attribute LE Sophistication aggregates numeric values from
DAVG E-service into qualitative values in DLE Sophistication, according to Table 7.5:

NQLE Sophistication(y) =



unacceptable if y ∈ [1, 1.7]

acceptable if y ∈ (1.7, 2.5]

good if y ∈ (2.5, 3.3]

very good if y ∈ (3.3, 4.1]

excellent if y ∈ (4.1, 5]

. (7.23)

N E-service's aggregation function transforms qualitative values into numeric integer
values. The function is a Function type 2. Its purpose is to prepare the evaluations of
e-services for their averaging in the relational attribute AVG E-service. It aggregates
qualitative values from DE-service into domain DN E-service. It is de�ned as:

fN E-service(y) =



1 if y is unacceptable

2 if y is acceptable

3 if y is good

4 if y is very good

5 if y is excellent

. (7.24)

Similarly, the aggregation function for E-service attribute in e-service evaluation pre-
sented in Table 7.8 aggregates all combinations of Clarity of e-Service, Information and
Sophistication values into the output value of E-service.

7.3.1 Relational Aggregation Functions

The overall model for e-portal evaluation uses two relational aggregation functions. The
�rst function is de�ned in the model for evaluation of portals, for relational attribute
AVG Life Event. The attributes counterpart attribute from model for assessment of life
events is the root attribute N Life Event. The relational aggregation function is presented
in Algorithm 7.1. The aggregation function outputs an average value of all numerical
evaluations of life events. If there are no life events corresponding to the particular portal,
the function raises an error, and the evaluation ends. This seems an abrupt ending to
the evaluation procedure. However, consider the case where there would be no relational
alternatives � in such cases the behavior would be unde�ned, because of the division
by zero. Hence, the DM and/or the user of the model must guarantee that at least one
relational alternative is de�ned for every portal.

The second relational aggregation function appears in the evaluation of life events, in
the relational attribute AVG E-service. The attributes counterpart input attributes are
N E-service and E-service Type, from the model for evaluating e-services. The relational
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Table 7.7: The aggregation function for Life Event evaluation from Maturity, Usability of
LE and LE Clarity.

Maturity Usability of LE LE clarity Life Event

unacceptable unsuitable inadequate unacceptable
unacceptable unsuitable partly-adequate unacceptable
unacceptable unsuitable adequate unacceptable
unacceptable partly suitable inadequate unacceptable
unacceptable partly suitable partly-adequate unacceptable
unacceptable partly suitable adequate unacceptable
unacceptable suitable inadequate unacceptable
unacceptable suitable partly-adequate unacceptable
unacceptable suitable adequate unacceptable
unacceptable very suitable inadequate unacceptable
unacceptable very suitable partly-adequate unacceptable
unacceptable very suitable adequate unacceptable

acceptable unsuitable inadequate unacceptable
acceptable unsuitable partly-adequate unacceptable
acceptable unsuitable adequate unacceptable
acceptable partly suitable inadequate acceptable
acceptable partly suitable partly-adequate acceptable
acceptable partly suitable adequate acceptable
acceptable suitable inadequate acceptable
acceptable suitable partly-adequate acceptable
acceptable suitable adequate acceptable
acceptable very suitable inadequate acceptable
acceptable very suitable partly-adequate acceptable
acceptable very suitable adequate good

good unsuitable inadequate unacceptable
good unsuitable partly-adequate acceptable
good unsuitable adequate acceptable
good partly suitable inadequate acceptable
good partly suitable partly-adequate good
good partly suitable adequate good
good suitable inadequate acceptable
good suitable partly-adequate good
good suitable adequate good
good very suitable inadequate acceptable
good very suitable partly-adequate good
good very suitable adequate very good

very good unsuitable inadequate unacceptable
very good unsuitable partly-adequate acceptable
very good unsuitable adequate acceptable
very good partly suitable inadequate acceptable
very good partly suitable partly-adequate good
very good partly suitable adequate good
very good suitable inadequate acceptable
very good suitable partly-adequate good
very good suitable adequate very good
very good very suitable inadequate acceptable
very good very suitable partly-adequate very good
very good very suitable adequate very good

excellent unsuitable inadequate unacceptable
excellent unsuitable partly-adequate acceptable
excellent unsuitable adequate acceptable
excellent partly suitable inadequate acceptable
excellent partly suitable partly-adequate good
excellent partly suitable adequate good
excellent suitable inadequate acceptable
excellent suitable partly-adequate very good
excellent suitable adequate excellent
excellent very suitable inadequate good
excellent very suitable partly-adequate very good
excellent very suitable adequate excellent
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Table 7.8: The aggregation function for E-service evaluation from Clarity of e-Service,
Information and Sophistication.

Clarity of e-Service Information Sophistication E-service

inadequate inadequate unsuitable unacceptable
inadequate inadequate partly suitable unacceptable
inadequate inadequate suitable unacceptable
inadequate inadequate very suitable good
inadequate partly-adequate unsuitable unacceptable
inadequate partly-adequate partly suitable unacceptable
inadequate partly-adequate suitable acceptable
inadequate partly-adequate very suitable good
inadequate adequate unsuitable unacceptable
inadequate adequate partly suitable unacceptable
inadequate adequate suitable acceptable
inadequate adequate very suitable good

partly-adequate inadequate unsuitable unacceptable
partly-adequate inadequate partly suitable unacceptable
partly-adequate inadequate suitable acceptable
partly-adequate inadequate very suitable good
partly-adequate partly-adequate unsuitable acceptable
partly-adequate partly-adequate partly suitable acceptable
partly-adequate partly-adequate suitable good
partly-adequate partly-adequate very suitable very good
partly-adequate adequate unsuitable acceptable
partly-adequate adequate partly suitable acceptable
partly-adequate adequate suitable very good
partly-adequate adequate very suitable excellent

adequate inadequate unsuitable unacceptable
adequate inadequate partly suitable unacceptable
adequate inadequate suitable acceptable
adequate inadequate very suitable good
adequate partly-adequate unsuitable acceptable
adequate partly-adequate partly suitable acceptable
adequate partly-adequate suitable very good
adequate partly-adequate very suitable excellent
adequate adequate unsuitable acceptable
adequate adequate partly suitable good
adequate adequate suitable excellent
adequate adequate very suitable excellent

aggregation function is presented in Algorithm 7.2, and is modeled according to Equa-
tion (7.2). This aggregation function also returns an error, in the case where there are
no relational alternatives. The user and/or the DM need to guarantee that relational
alternatives are supplied correctly, before the evaluation.

7.4 Evaluation of Alternatives

All alternatives were evaluated against the model constructed with DEXx. The original
alternatives were provided by the authors Leben et al. (2006). In the study, the authors
gathered alternative information in the time interval, from August 2002 to June 2005. In
this thesis we present the alternatives and results retrieved in July 2003. The comparison
of results is discussed later in Section 7.5.

The dependencies of the original alternatives are given in Table 7.9. There were 16
alternatives (representing portals), 65 relational alternatives (representing di�erent depen-
dent life events) and another 317 relational alternatives (representing di�erent dependent
e-services). In the table, 16 names of the portals are given in the left column. The middle
column of the table gives the names of the life events supported by the corresponding por-
tal. The right-most column of the table presents the number of e-services supporting the
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Algorithm 7.1: Algorithm for relational aggregation of relational attribute AVG
Life Event. It aggregates n numeric values into average of these values. Note, if
there are no relational alternatives (life events corresponding to the portal), an error
is returned.

Input: Values V = (v1, v2, . . . , vn), vi ∈ DN Life Event
Output: Aggregated value avg ∈ DAVG Life Event

1 N = 0;
2 sum = 0;
3 for vi ∈ V do

4 N = N + 1;
5 sum = sum+ vi;
6 end

7 if N == 0 then /* No relational alternatives */

8 return error;
9 else

10 avg = sum/N ;
11 return avg;

life event to its left. For example, the portal �SLO-Slovenia-eUprava� has four supported
life-events: �SLO-company�, �SLO-driving-license�, �SLO-passport� and �SLO-relocation�.
The number of e-services supporting the life events are 3, 3, 3 and 2, respectively.

The text behind the dash in the life event column represents the actual life events
supported by a corresponding portal. The possible life events are:

• �company� represents a life event of creating a company,

• �driving-license� is a life event of acquiring a driving license,

• �employment� is a life event of acquiring correct documentation for employment,

• �marriage� represents a life event of acquiring documentation for marriage,

• �passport� represents a life event of acquiring a passport,

• �relocation� is a life event of changing the address of a person, and

• �tax� represents a life event of submitting a personal tax report.

Evaluation of the supplied alternatives was done on the model described in Section 7.2,
aggregation functions described in Section 7.3, relational aggregation functions described
in Section 7.3.1, and algorithm (evaluate) for evaluation of relational models described in
Algorithm 4.2.

To compute the evaluations of each portal, the values of the inputs for the alternative
were entered into the corresponding input attributes and the relational evaluation was done
using algorithm evaluate.

According to Algorithm 4.2, the attributes of model Portal are topologically sorted,
given the model structure. When the evaluation procedure encounters an aggregated at-
tribute, it evaluates the corresponding aggregation function. While, when it encounters a
relational attribute (LE Solution Methods) it gets all corresponding relational alternatives
and evaluates them, using the model Life Event, and aggregates the evaluations with the
relational function described in Algorithm 7.1. Finally, it sets the value of attribute LE
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Algorithm 7.2: Algorithm for relational aggregation of relational attribute AVG
E-service. It aggregates n numeric evaluations of E-services (N E-service) and their
types (E-service Type) into weighted average of these values. Note, if there are no
relational alternatives (e-services corresponding to the life event), an error is returned.

Input: Values V = (v1, v2, . . . , vn), vi ∈ DN E-service,
Values T = (t1, t2, . . . , tn), ti ∈ DE-service Type

Output: Aggregated value avg ∈ DAVG E-service

1 vitalSUM = 0;
2 supplementarySUM = 0;
3 vitalN = 0;
4 supplementaryN = 0;
5 avg = 0;
6 for i = 1; i ≤ n; i = i+ 1 do
7 evaluation = V [i];
8 type = T [i];
9 if type == vital then

10 vitalSUM = vitalSUM + evaluation;
11 vitalN = vitalN + 1;
12 else

13 supplementarySUM = supplementarySUM + evaluation;
14 supplementaryN = supplementaryN + 1;
15 end

16 if vitalN + supplementaryN == 0 then /* No relational alternatives */

17 return error;
18 else if supplementaryN == 0 then
19 V S = vitalSUM/vitalN ;
20 avg = V S;
21 return avg;
22 else if vitalN == 0 then
23 SS = supplementarySUM/supplementaryN ;
24 avg = 2

3 + 1
3SS;

25 return avg;
26 else

27 V S = vitalSUM/vitalN ;
28 SS = supplementarySUM/supplementaryN ;
29 avg = 2

3V S + 1
3SS;

30 return avg;

Solution Methods to the computed value. Similarly, when evaluating each life event, when
the algorithm gets to the relational attribute LE Sophistication, it evaluates all correspond-
ing e-services on model for E-service assessment, and computes the relational aggregation
function on their evaluations, according to Algorithm 7.2.

7.5 Comparison of Results

The computed results were compared to the results computed in the original study by the
authors Leben et al. (2006). Evaluations of portals computed with DEXx are presented in
Figure 7.2. On the horizontal axis all evaluated portals are displayed, and on the vertical
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axis the evaluation of each corresponding portal. The evaluations are taken from the scale
of Portal attribute DPortal. We must stress that all evaluations computed with DEXx
implementation are identical to the evaluations computed by the original study.

Furthermore, we must point out that there was far less manual work (none) included
in the evaluation with DEXx. This is due to the fact that DEXx supports native relational
aggregation, which eliminates manual intervention during evaluation and relational aggre-
gation. Recall that the authors Leben et al. (2006) were required to employ Microsoft
Excel twice during relational aggregation. There was a need to manually transform qual-
itative values into numeric values using Equation (7.1), aggregate values as averages or
according to Equation (7.2), and �nally map the computed numeric values to qualitative
values according to Tables 7.4 and 7.5. Even more, formalizing the relational aggregation
(and computing the relational aggregation functions with a computer) eliminated the risk
of human error � while carrying out the manual aggregation.

With DEXx, all manual intervention was eliminated, because all previously manually
managed aggregations were now done automatically, with correctly de�ned procedures
and aggregation functions. For the correct translation of values, we employed two new
attributes (N E-service and N Life Event), with new aggregation functions (Function type
2 ), which transform qualitative values into numeric integer values (see Equations (7.22)
and (7.24)). Furthermore, for relational aggregation, we de�ned two additional numeric
attributes: AVG Life Event and AVG E-service. Their corresponding relational aggrega-
tion functions are provided in Algorithms 7.1 and 7.2. Finally, to transform the numeric
results, we implemented two additional aggregation functions (Function type 4 ), presented
in Equations (7.21) and (7.23). All other parts of the model (attributes, model structure
and aggregation functions) were used directly from the model acquired from the authors
Leben et al. (2006).

The implementation of the models developed during the original study using DEXx
resulted in computing the same evaluations, as in the original study. With that, we have
shown that only minor modi�cations were needed on the original model, to generate the
same results, eliminating the need for manual intervention and aggregation.

The evaluations of all life events corresponding to portals are presented in Figure 7.3.
The horizontal axis shows all evaluated portals and the vertical axis the achieved evaluation
of the life event, from the scale DLife Event. Each portal has one bar for each of the life
events that particular portal supports. For example, portal �SLO� has four bars, for each
of the 4 supported life events. Furthermore, each life event type is assigned a unique color:
evaluation of �company� life event is red, �driving-license� is blue, �employment� is green,
�marriage� is cyan, �passport� is purple, �relocation� is yellow and evaluation of �tax� is
displayed in orange.

The plot shown in Figure 7.3 also gives some indication on what the �nal portal evalu-
ation will be. For example, all life events for �SLO-Slovenia-eUprava� portal are evaluated
as unacceptable. Consequently, the overall evaluation of �eUprava� portal is unacceptable.
Similarly, the life event evaluations for �ESP� indicate an unacceptable portal evaluation.
This feature shows that in the case of bad evaluations of life events, the portal evaluation
cannot be good (even though other factors could be very good). Note however that better
evaluations of life events do not necessarily mean better results in the �nal evaluations of
portals.

7.6 Concluding Remarks

The study for evaluation of e-portals required treatment of relational alternatives and
relational models. The purpose of use-case presentation was to repeat the study, by im-
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Figure 7.2: Comparison of �nal evaluations of e-Portals implemented using DEXx. The
blue bars represent evaluations computed by the library, based on the input values of
alternatives.

plementing the models using DEXx, with DEXx implementation. The newly implemented
case study uses native support for relational models and relational alternatives, with small
usage of numeric attributes. The results produced using DEXx show that study of e-portals
can be indeed implemented with DEXx library, producing identical results as the original
study, and without any manual work during evaluation of alternatives. Even more, the risk
of errors during relational aggregations is reduced, in comparison with the original study.

For the criteria determined in methodology, we can assess this use-case as follows:

• The implementation of the e-portal model is possible, using the DEXx framework.

• The implementation of e-portals was previously done by evaluating DEX models
in DEXi, and performing relational aggregation in Microsoft Excel. In the new
implementation of the e-portals model, the numeric attributes and the relational
models extension is used. Without the latter, the implementation of the model
would not be possible.

• The results of evaluations received from the authors of the original study, and results
computed with the DEXx model implementation are identical.
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Figure 7.3: Results for di�erent life event evaluations. The considered life events are
company, driving-license, employment, marriage, passport, relocation and tax. The evalu-
ations are split according to the portal in which they appear. If the portal does not have
a particular life event, then there is no bar in corresponding color.

• Evaluation time is not known for the original study, hence it cannot be compared.
However, we can assume the manual relational aggregation time using Microsoft
Excel takes considerably more time than using the natively implemented relational
aggregation functions in DEXx.

We can safely assume that evaluation time of alternatives in the model is decreased,
in comparison with previous evaluation time.
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Table 7.9: The portals considered in the study are displayed in the left column. The middle
column shows the life events supported by the corresponding portal, and on the right is
the number of e-services supporting the particular life event.

Portal Life Event Number of e-Services

ACW-Commonwealth ACW-company 2
ACW-passport 2
ACW-relocation 1

BR-Bremen BR-relocation 9

CAN-Canada CAN-company 18
CAN-driving-license 1
CAN-passport 1
CAN-relocation 3

CT-Central Territory CT-company 3
CT-driving-license 4
CT-relocation 3

ESP-Spain ESP-company 3
ESP-driving-license 9
ESP-passport 3
ESP-relocation 6
ESP-tax 2

FRA-France FRA-company 1
FRA-driving-license 8
FRA-passport 5
FRA-relocation 11
FRA-tax 1

HELP-Austria HELP-company 9
HELP-driving-license 8
HELP-passport 10
HELP-relocation 17

HK-Hong Kong HK-company 5
HK-driving-license 5
HK-passport 1
HK-relocation 3

IRL-Ireland IRL-company 8
IRL-driving-license 4
IRL-passport 3
IRL-relocation 1

IT-Italy IT-company 2
IT-driving-license 7
IT-passport 3
IT-relocation 2
IT-tax 2

NSW-New South Wales NSW-company 3
NSW-driving-license 1
NSW-employment 1
NSW-passport 2
NSW-relocation 1

RLP-Rheinland-Pfalz-Lotse RLP-company 7
RLP-driving-license 5
RLP-passport 6
RLP-relocation 4

SG-Singapore SG-company 7
SG-driving-license 5
SG-marriage 4
SG-passport 2
SG-relocation 3

SLO-Slovenia-eUprava SLO-company 3
SLO-driving-license 3
SLO-passport 3
SLO-relocation 2

TAS-Tasmania TAS-company 3
TAS-driving-license 13
TAS-employment 8
TAS-passport 2
TAS-relocation 6

UK-United Kingdom UK-company 9
UK-driving-license 12
UK-passport 1
UK-relocation 15
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Chapter 8

Model for Assessment of Bank

Reputational Risk

The decision support model for the assessment of bank reputational risk (Bohanec et al.,
2013, 2014) was developed in the scope of European Project FIRST (Project FIRST,
2013). The model's innovative aspect is the use of diverse data of di�erent types and
diverse sources. Data handled by the model is structured and unstructured, qualitative and
numeric, and internal and external. The model was also used in a setting with processing
large amounts of data.

Reputational risk is de�ned as �the risk arising from negative perception on the part
of customers, counterparties, shareholders, investors, debt-holders, market analysts, other
relevant parties or regulators that can adversely a�ect bank's ability to maintain existing, or
establish new business relationships and continued access to sources of funding� (Bohanec et
al., 2013; Project FIRST, 2013). The reputational risk model (RIM) is aimed at estimating
bank reputational risk as an indicator supporting risk managers. The model takes input
from readily available structured bank data, and from supplementary unstructured external
data extracted from various web resources. This external unstructured data is presented
as text from di�erent blogs, web-pages, online newspapers and �nancial documents. This
data is then presented to the model in the form of a sentiment towards some entity (be it
bank, stock option, etc.). Speci�cally, sentiment is a positive or negative view, attitude,
emotion or appraisal on the studied object from a document author or actor (Bohanec
et al., 2013; Project FIRST, 2013). The retrieval of unstructured text documents, its
aggregation and presentation was out of the scope of the studies (Bohanec et al., 2013,
2014) and also out of scope of this thesis. However, more information on these subjects can
be read on the dissemination materials of the European Project FIRST (Project FIRST,
2013).

Usually, a bank models their data according to the hierarchical scheme as follows: some
given customer buys some given �nancial product. The �nancial products are produced
by counterparts. Banks provide di�erent products produced by the counterparts. These
relationships are modeled in a �one-to-many� way. One product can be bought by many
customers, one counterpart can produce many products, and one bank can o�er many
counterparts. Hence, one would expect that relational models are applicable in the context
of bank reputational risk assessment.

The purpose of the use-case presentation is to reimplement the model from the original
study, natively in the DEXx framework. The newly implemented model uses relational
models and relational aggregation functions, numeric attributes and newly introduced
primitive function types.

To evaluate a bank for reputational risk, all supported counterparts need to be assessed.
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To evaluate each counterpart, all produced products need to be evaluated. And �nally,
to get a reputational risk of a product, all product/customer pairs need to be evaluated.
With that in mind, a model for bank reputational risk assessment was developed. The
model is in essence a relational model, which is split into four parts:

1. Model BA for Bank reputational risk assessment uses data from evaluations of corre-
sponding counterparts, and computes a weighted average over all counterparts. The
value presents the �nal bank's reputational risk.

2. Model CP for Counterpart reputational risk assessment is used for evaluation of
given counterpart's reputational risk. The model uses relational inputs from model
for evaluation of reputational risk of a product. It aggregates all corresponding
produced products as weighted average of their evaluations. It also supplies the
model for bank reputational risk, with the weight of the given counterpart. Weight
of a counterpart is computed as the sum of corresponding product's weights.

3. Model PR for Product reputational risk assessment computes the risk for a given
product, based on the product/customer pairs for all customers that hold this par-
ticular product. It computes the reputational risk by using the average and the
weighted average of corresponding product/customer evaluations. Weights of a given
product are also outputted, computing them with weighted averages of relative prod-
uct volume and relative number of customers, holding this product.

4. Model PC for Product/Customer reputational risk assessment is the only model that
does not have any relational inputs. This is also the only model in the study which
uses qualitative attributes. The model computes the reputational risk of a given
product/customer combination. It considers the counterpart's qualitative sentiment,
qualitative performance assessment of the product, qualitative mismatching assess-
ment of the product, and qualitative relative customers' volumes.

Models for bank, counterpart, product and product/customer pair assessment are rela-
tionally structured as presented in Figure 8.1. The �gure shows that multiple evaluations
of product/customer pairs in�uence a single product assessment (through relational at-
tributes rxP and counterpart relational inputs oxPC). Further, multiple evaluations of
products in�uence a single counterpart, through relational attributes rxC and counterpart
input attributes oxP . Again, bank reputational risk assessment if assessed only on the eval-
uations of the respective counterparts, through attribute rxB and counterpart relational
inputs oxC .

The model is adapted to be used on time-series data � the purpose is to use the
model daily. The bank tracks its customers, products and counterparts on an even smaller
time interval, however, the sentiment is provided only at daily intervals. The Figure 8.2
(Bohanec et al., 2013, 2014; Project FIRST, 2013) shows a scheme on how the model can
be used on the time-series data. When the data from the bank and sentiment engine is
available, the model can be evaluated. The results combined from multiple points in time
construct a time-series of bank's reputational risk assessment through time. Furthermore,
not only the �nal evaluations are of interest, every value assigned to some attribute also
constructs a speci�c time-series, which in�uences the end result.

The result of a single bank evaluation yields a numeric result from the interval [1, 5],
where a higher number represents a higher risk. However, if the evaluations are done
on time-series data, a time-series result is obtained. Even more, for each of the internal
variables, the corresponding time-series can be obtained to further understand the end
evaluations.
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Figure 8.1: The con�guration of main model for bank reputational risk assessment with
the relationally connected model for counterpart assessment, which in turn depends on
respective product assessments, and each product assessment depends on multiple prod-
uct/customer (P/C) pair assessments.

The model as a whole has eight regular input attributes that are supplied through
alternatives. The lowest level input attributes are in the PC model. All the following
four attributes are �rstly discretized (in a preprocessing step), before they are entered into
alternative values:

• qS: qualitative sentiment assessment, which is a discretized counterpart sentiment
indicator. The value is assigned based on the Equation (8.1) which discretizes value
S, which in turn is computed according to Equation (8.2). Here, SSP ∈ [0, 1]
presents the short-period sentiment indicator for the corresponding counterpart and
SLP ∈ [0, 1] presents the long-period (90 day) average sentiment indicator for the
corresponding counterpart.

qS(S) =



very negative if S ≤ −30

high negative if S ∈ (−30,−20]

medium negative if S ∈ (−20,−10]

low negative if S ∈ (−10,−1]

neutral if S > −1

(8.1)
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Figure 8.2: The model for bank's reputational risk assessment can be used on time-series
data. For each point in time, when the data is available (from the sentiment and bank),
the model can be run and results viewed as time-series (Bohanec, Aprile, Constante, Foti,
and Trdin, 2013, 2014; Project FIRST, 2013).

S = 0.7 · SSP + 0.3 · SLP (8.2)

• qP : qualitative performance assessment of the product for a given customer. A
numeric value for a speci�c product is computed using Equation (8.3), where PP
is the absolute product performance computed from the point when the customer
bought this product, and BP is the benchmark performance of similar products,
from the point when the customer bought this product. Furthermore, value P is
discretized according to Equation (8.4), before it is considered as an input value.

P = PP + 0.1 · (PP −BP ) (8.3)

qP (P ) =



very high if P ≤ −100

high if P ∈ (−100,−50]

medium if P ∈ (−50,−25]

low if P ∈ (−25,−10]

in-line if P > −10

(8.4)

• qM : qualitative mismatching assessment of the customer. The value is acquired
through evaluation of Equation (8.5), where SRI is a synthetic risk indicator pro-
vided by the bank, and RP is the customer's risk pro�le, which is provided by the
customer in a questionnaire. Finally, the value is discretized according to Equa-
tion (8.6).

M = SRI −RP (8.5)
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qM(M) =



very high if M ≥ 3.5

high if M ∈ [2.5, 3.5)

medium if M ∈ [1.5, 2.5)

low if M ∈ [0.5, 1.5)

in-line if M < 0.5

(8.6)

• qRV1c: is a qualitative value of relative customer's volume of a given product. The
value is computed by using Equation (8.7), where V1 is the volume of this particular
product for this customer and VC are the total assets of this customer. The numeric
value of RV1c is discretized using Equation (8.8).

RV1c =
V1
VC

(8.7)

qRV1c(RV1c) =



very high if RV1c ≥ 30

high if RV1c ∈ [20, 30)

medium if RV1c ∈ [10, 20)

low if RV1c ∈ [5, 10)

in-line if RV1c < 5

(8.8)

Four additional inputs are provided as alternatives to model PR:

• RNp: is a numeric value representing the relative number of customers holding a
given product. The value is computed by using Equation (8.9), where Np is the total
number of customers holding the product, and TN is the total number of customers
of the bank.

RNp =
Np

TN
(8.9)

• RV p: is a numeric value representing the relative number of given product's volumes
in a bank. The value is computed by using Equation (8.10), where V p is the bank's
volume of given product, and TA are the total assets of the bank.

RV p =
V p

TA
(8.10)

• SRNp: is a numeric value representing the sum of relative number of customers
holding a product, over a speci�ed set of products. Given a set of products p ∈ P ,
the value is computed as per Equation (8.11). Note that this value is computed only
once for the evaluation of the whole model.

SRNp =
∑
p∈P

RNp (8.11)

• SRV p: is a numeric value representing the sum of relative number of product volumes,
over a speci�ed set of products. Given a set of products p ∈ P , the value is computed
as per Equation (8.12). Note that this value is computed only once for the evaluation
of the whole model.
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SRV p =
∑
p∈P

RV p (8.12)

Note that computation of SRNp and SRV p indicate that the model can be used to
evaluate just a part of the bank � here the part indicates a subset of products of interest.
If a reputational risk of a whole bank is evaluated, then both SRNp and SRV p become 1.

8.1 Model Description and Structure

The model structure for Bank reputational risk assessment was constructed from the study
(Bohanec et al., 2013, 2014; Project FIRST, 2013). The models BA, CP , PR and PC
are presented in Tables 8.1, 8.2, 8.3 and 8.4, respectively.

On the left side of each table, the model structure is presented. The top-most at-
tribute is the root of the model. Note that models CP (Table 8.2), PR (Table 8.3) and
PC model (Table 8.4) each have two roots. The corresponding roots are RICP and wCP ,
RIPR and wPR, and nRI1 and nRV1c. Each attribute's direct descendants are connected
with a line and indented to the right. Attributes written in blue text are the relational at-
tributes (RIBA in model BA, weighted_RIp and wCP in model CP , and weighted_nRIi,
sum_nViPi and RIu in model PR). The descendants of relational attributes are attributes
from subordinate relational models. Descendant of RIBA are RICP and wCP , from the
model CP . RIPR and wPR are descendants of weighted_RIP and wCP from the model
PR. Descendants of weighted_nRIi, sum_nViPi and RIu are nRI1 and nRV1c, from the
model PC. Attributes displayed in green text are the hierarchical attributes � attributes
which in�uence multiple parts of the same model and subsequently have multiple parent
attributes (see Section 4.1).

On the right side of each table, the scales for corresponding attributes are given. All
scales are preferentially ordered in an increasing order. For numeric values, a greater
value means greater preference. For the qualitative values, appearing in the model for
product/customer assessment, the worst values are written in red, the best values are
written in green, and the intermediate values are written in black text.

Formally, model for assessment of the bank reputational risk (BA) has the following
attribute (the equations are derived from Table 8.1):

X = {RIBA}. (8.13)

The descendants of attributes are described by mapping S (see Equation (3.4)):

S(RIBA) = {}. (8.14)

Now, because the model for bank reputational risk assessment has only one relational
attribute, which is also the root, there are no aggregated attributes:

aggAttributesBA = {}. (8.15)

Furthermore, modelInputsBank can be established:

modelInputsBA = {RIBA}. (8.16)

Finally, the computed modelOutputsBank are:

modelOutputsBA = {RIBA}. (8.17)
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The scales of the attributes are shown on the right side of the Table 8.1. The scale for
the one attribute is:

DRIBA
= [1, 5]. (8.18)

Since the model BA has a subordinate relational model, its only attribute is also a
relational attribute (rx). Its counterpart attributes (ox) from the relational model for
counterpart assessment are RICP and wCP , which respectively represent the counterpart's
reputational risk assessment and the contributed weight of the counterpart.

Table 8.1: The model for reputational risk assessment of a bank (BA). On the left side, the
structure of the attributes is presented, and on the right side, their corresponding numeric
scales are displayed.

Attribute Scale

RIBA...........
RICP ........
wCP .........

[1, 5]
[1, 5]
[0, 1]

Similarly, attributes X, successors S, aggregated attributes aggAttributesCP, model
inputs modelInputsCP, model outputs modelOutputsCP and scales D, are constructed
from Table 8.2 for the model for counterpart's reputational risk assessment (CP ).

X = {RICP , weighted_RIPR, wCP }, (8.19)

S(RICP ) = {weighted_RIPR, wCP },
S(weighted_RIPR) = {},

S(wCP ) = {},
(8.20)

aggAttributesCP = {RICP }, (8.21)

modelInputsCP = {weighted_RIPR, wCP }, (8.22)

modelOutputsCP = {RICP , wCP }, (8.23)

DRICP
= [1, 5],

Dweighted_RIPR
= [1,∞),

DwCP = [0, 1].

(8.24)

The model CP has a subordinate relational model (model for assessment of product's
reputational risk PR), so it also has two relational attributes (rx):

1. Attribute weighted_RIPR has two counterpart relational inputs: assessment of prod-
uct's reputational risk (RIPR) and the respective weight of the product wPR.

2. Attribute wCP has one counterpart relational input attribute � the contributed
weight of the respective product wPR.



100 Chapter 8. Model for Assessment of Bank Reputational Risk

Table 8.2: The model for reputational risk assessment of a counterpart (CP ). On the left
side, the structure of the attributes is presented, and on the right side, their corresponding
numeric scales are displayed.

Attribute Scale

RICP.................
weighted_RIPR....

RIPR ..........
wPR............

wCP...............
wPR............

wCP..................

[1, 5]
[1,∞)
[1, 5]
[0, 1]
[0, 1]
[0, 1]
[0, 1]

Attributes X, successors S, aggregated attributes aggAttributesPR, model inputs mo-
delInputsPR, model outputsmodelOutputsPR and scalesD, are constructed from Table 8.3
for the model for product's reputational risk assessment (PR).

X = {RIPR, RIw, weighted_nRIi, sum_nViPi, RIu, wP ,

RNp,RV p, SRNp, SRV p},
(8.25)

S(RIPR) = {RIw, RIu},
S(RIw) = {weighted_nRIi, sum_nViPi},
S(wPR) = {RNp,RV p, SRNp, SRV p},

S(weighted_nRIi) = {},
S(sum_nViPi) = {},

S(RIu) = {},
S(RNp) = {},
S(RV p) = {},
S(SRNp) = {},
S(SRV p) = {},

(8.26)

aggAttributesPR = {RIPR, RIw, wPR}, (8.27)

modelInputsPR = {weighted_nRIi, sum_nViPi, RIu,

RNp,RV p, SRNp, SRV p},
(8.28)

modelOutputsPR = {RIPR, wPR}, (8.29)

DRIPR
= [1, 5],

DRIw = [1, 5],

Dweighted_nRIi = [1,∞),

. . . ,

DSRV p = [0, 1].

(8.30)

The model PR has a subordinate relational model (model for assessment of prod-
uct/customer pair's reputational risk PC), subsequently also has three relational attributes
(rx):
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1. Attribute weighted_nRIi has two counterpart relational inputs: numeric reputation
risk of product/customer pair (nRI1) and numeric relative customer's volume of the
product (nRV1c).

2. Attribute sum_nViPi has one counterpart relational input attribute � the relative
customer's volume of the product nRV1c.

3. Attribute RIu uses the counterpart attribute for numeric reputation risk of prod-
uct/customer pair (nRI1).

Table 8.3: The model for reputational risk assessment of a product (PR). On the left
side, the structure of the attributes is presented, and on the right side, their corresponding
numeric scales are displayed.

Attribute Scale

RIPR.................
RIw...............

weighted_nRIi .
nRI1........
nRV1c.......

sum_nViPi.....
nRV1c.......

RIu ...............
nRI1...........

wPR..................
RNp..............
RV p ..............
SRNp.............
SRV p.............

[1, 5]
[1, 5]
[1,∞)
[1, 5]
[1, 5]
[1,∞)
[1, 5]
[1, 5]
[1, 5]
[0, 1]
[0, 1]
[0, 1]
[0, 1]
[0, 1]

Finally, the values for X, S, aggregated attributes aggAttributesPC, modelInputsPC,
modelOutputsPC and scales D, can be constructed from Table 8.4 for the model for prod-
uct/customer pair's reputational risk assessment (PC).

X = {nRI1, qRI1, qS, qPM, qP, qM, qRV1c, nRV1c}, (8.31)

S(nRI1) = {qRI1},
S(qRIq) = {qS, qPM, qRV1c},

S(qPM) = {qP, qM},
S(nRV1c) = {qRV1c},

S(qS) = {},
S(qP ) = {},
S(qM) = {},
S(qRV1c) = {},

(8.32)

aggAttributesPC = {nRI1, qRI1, qPM, nRV1c}, (8.33)

modelInputsPC = {qS, qP, qM, qRV1c}, (8.34)
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modelOutputsPC = {nRI1, nRV1c}, (8.35)

DnRI1 = [1, 5],

DqRI1 = (very high, high,medium,medium-low, low),

. . . ,

DnRV1c = [1, 5],

DqRV1v = (very high, high,medium,medium-low, low).

(8.36)

Table 8.4: The model for qualitative assessment of reputational risk of product/customer
pair (PC). On the left side, the structure of the attributes is presented, and on the right
side, their corresponding scales are displayed. The scales are ordered from worst values
(displayed in red) to best values (displayed in green). Additionally, two numeric scales are
used, which are also preferentially ordered.

Attribute Scale

nRI1 ........
qRI1......

qS.....
qPM ..

qP .
qM.

qRV1c .
nRV1c.......

qRV1c ....

[1, 5]
very high, high, medium, medium-low, low
very negative, high negative, medium-negative, low-negative, neutral
very high, high, medium, low, in-line
very high, high, medium, low, in-line
very high, high, medium, low, in-line
very high, high, medium, medium-low, low
[1, 5]
very high, high, medium, medium-low, low

The model for product/customer pair's reputational risk assessment does not have any
subordinate relational models, hence there are no relational attributes and no relationally
connected counterpart attributes.

8.2 Aggregation Functions

This section presents the aggregation functions for each of the developed models. All
numeric aggregation functions (Function type 3 ), qualitative to numeric transformation
functions (Function type 2 ), and one qualitative function (Function type 1 ) is presented.
Function type 1 is needed in the model PC. Later in Section 8.2.1 the used numeric
relational aggregation functions are presented.

ModelBA has only one relational aggregation function, which is covered in the following
subsection.

Model CP has one aggregation function, which maps from values of weighted sum of
corresponding products (weighted_RIPR) and sum of their weights (wCP ) to a counter-
part's reputational risk (RICP ). The function is:

fRICP
(weighted_RIPR, wCP ) =

weighted_RIPR

wCP
. (8.37)

The model PR has three functions of type 3. The �rst function maps from the repu-
tational risk acquired from normalized weighted product/customer pair reputational risk
RIw and average product/customer pair's reputational risk RIu to reputational risk of the
product RIPR:

fRIPR
(RIw, RIu) = 0.6 ·RIw + 0.4 ·RIu. (8.38)
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The second numeric function maps from the weighted sum of the product/customer
pair's reputational risk weighted_nRIi and the sum of the weights sum_nViPi to the
normalized weighted product/customer pair reputational risk RIw:

fRIw(weighted_nRIi, sum_nViPi) =
weighted_nRIi
sum_nViPi

. (8.39)

The third numeric function maps from the relative number of customers holding the
product RNp (Equation (8.9)), relative number of volumes of the product RV p (Equa-
tion (8.10)), sum of relative number of customers holding a product from the set of products
of interest SRNp (Equation (8.11)), and the sum of relative volumes of the products of
interest SRV p (Equation (8.12)), to the weight of the product wPR:

fwPR(RNp,RV p, SRNp, SRV p) = 0.4 · RNp
SRNp

+ 0.6 · RV p
SRV p

. (8.40)

Model for the assessment of product/customer pair's reputational risk has two func-
tions for transforming qualitative values to numeric (Function type 2 ) and two qualitative
functions (Function type 1 ).

Function for transforming qualitative values from DqRI1 into values from numeric in-
terval DnRI1 = [1, 5] is modeled as:

fnRI1(y) =



1 if y is low

2 if y is medium-low

3 if y is medium

4 if y is high

5 if y is very high

. (8.41)

The function for transforming qualitative values from DRV1c into numeric values of
DnRV1c = [1, 5] is:

fnRV1c(y) =



1 if y is low

2 if y is medium-low

3 if y is medium

4 if y is high

5 if y is very high

. (8.42)

The qualitative function mapping from values of performance assessment of the product
qP and the values of mismatching assessment of the customer qM , into the values of the
combined values of qPM is given in the Table 8.5. The table gives an output value from
DqPM (the right-most column) for each combination of input values from DqP and DqM

(�rst two columns).
The function fqRI1 mapping from all combinations of DqS , DqPM and DqRV1c to DqRI1

is not presented due to space constraints but it is available in (Project FIRST, 2013).

8.2.1 Relational Aggregation Functions

Relational aggregation functions in the use-case of bank reputational risk assessment de-
note the way on how the multiple values from product/customer are aggregated to product
levels, how products in�uence counterpart evaluations, and �nally, how multiple counter-
parts aggregate to the bank reputational risk evaluation. In this section all relational
aggregation functions are presented.
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Table 8.5: The aggregation function for combined performance and mismatching from the
qualitative values of performance assessment and mismatching assessment.

qP qM qPM

very high very high very high
very high high very high
very high medium high
very high low medium
very high in-line low

high very high very high
high high high
high medium high
high low medium
high in-line low

medium very high very high
medium high high
medium medium medium
medium low low
medium in-line low

low very high high
low high high
low medium medium
low low low
low in-line in-line

in-line very high high
in-line high medium
in-line medium low
in-line low low
in-line in-line in-line

The top-most relational aggregation function fRIBA
is de�ned in the model BA, for

attribute RIBA. The relational aggregation function computes a weighted sum of counter-
parts' reputational risk RICP and their respective weights wCP . The aggregation function's
description is fRIB : (DRICP

)n × (DwCP )n 7→ DRIBA
, and is implemented as:

fRIBA
(
−−−→
RICP ,

−−→wCP ) =
n∑

i=1

RICP,i · wCP,i, (8.43)

here,
−−−→
RICP = (RICP,1, RICP,2, . . . , RICP,n) are single evaluations of counterpart's reputa-

tional risk and −−→wCP = (wCP,1, wCP,2, . . . , wCP,n) are evaluations of respective counterpart's
weights, where each RICP,i ∈ DRICP

and each wCP,i ∈ DwCP .
Model CP has two relational aggregation functions. The �rst function fweighted_RIPR

computes a weighted sum of corresponding products' reputational risk RIPR and their
respective weights wPR. Function's description is fweighted_RIPR

: (DRIPR
)n× (DwPR)n 7→

Dweighted_RIPR
, and is implemented as:

fweighted_RIPR
(
−−−→
RIPR,

−−→wPR) =

n∑
i=1

RIPR,i · wPR,i, (8.44)

here,
−−−→
RIPR = (RIPR,1, RIPR,2, . . . , RIPR,n) are evaluations of products' reputational risk

and −−→wPR = (wPR,1, wPR,2, . . . , wPR,n) evaluations of respective product's weights, where
each RIPR,i ∈ DRIPR

and each wPR,i ∈ DwPR .
The second relational aggregation function fwCP in the model CP is de�ned for rela-

tional attribute wCP . The relational aggregation function maps from the corresponding
product weights wPR, to the weight of the counterpart wCP , and computes the sum of the
weights: fwCP : (DwPR)n 7→ DwCP . The function is implemented as:
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fwCP ((wPR,1, wPR,2, . . . , wPR,n)) =
n∑

i=1

wPR,i. (8.45)

Finally, the last model that has subordinate relational models is the model PR. The
model has three relational aggregation functions. The �rst aggregation function fRIw

aggregates numeric reputation risk of product/customer pair nRI1 and numeric relative
customer's volume of the product nRV1c, to a sum of pairwise products, RIw. Function's
description is fRIw : (DnRI1)n × (DnRV1c)

n 7→ DRIw . It is implemented as:

fRIw(
−−−→
nRI1,

−−−−→
nRV1c) =

n∑
i=1

nRI1,i · nRV1ci, (8.46)

where,
−−−→
nRI1 = (nRI1,1, nRI1,2, . . . , nRI1,n) are single evaluations of product/customer

reputational risks and
−−−−→
nRV1c = (nRV1c1, nRV1c2, . . . , nRV1cn) are evaluations of the cor-

responding relative customer's volumes of the product, where each nRI1,i ∈ DnRI1 and
each nRV1ci ∈ DnRV1c.

The second relational aggregation function fsum_nViPi in the model for product's repu-
tational risk assessment computes the sum sum_nViPi of relative customer's volume of the
product nRV1c. The description of the function is: fsum_nViPi : (DnRV1c)

n 7→ Dsum_nViPi .
The function is implemented as:

fsum_nViPi((nRV1c1, nRV1c2, . . . , nRV1cn)) =
n∑

i=1

nRV1ci. (8.47)

Finally, the third relational aggregation function fRIu in model PR computes an average
of product/customer pair's reputational risk (RIu). The description of the function is
fRIu : (DnRI1)n 7→ DRIu , and is implemented as:

fRIu((nRI1,1, nRI1,2, . . . , nRI1,n)) =
1

n

n∑
i=1

nRI1,i. (8.48)

8.3 Evaluation of Alternatives

Evaluation of alternatives was done on one of the test sets within project FIRST (Project
FIRST, 2013). The alternatives are derived from a bank, Banca Monte dei Paschi di Siena
(MPS) in the period of April 13 to May 24, 2013. The bank involves 11 counterparts, 985
products and 130565 customers, creating 327826 di�erent product/customer pairs.

Evaluation for one day of the period, the main alternative (Banca Monte dei Paschi di
Siena) was entered, adding all 11 counterparts as its relational alternatives. Additionally,
each of the 985 products were assigned to one of the 11 counterparts, as a new relational
alternative. Here, the values for RNp, RV p, SRNp and SRV p were precomputed, and
entered in the corresponding product. Finally, for each of the 327826 product/customer
pairs a relational alternative is created, and assigned to the corresponding product. Fur-
thermore, the values for each product/customer for attributes qS, qP , qM and qRV1c are
precomputed.

Note here that all input values were precomputed, before entering them into the values
for alternatives. However, with the custom aggregation functions, we could devise a system
that would query the wanted bank and sentiment data in the form of an SQL query or
issue a call to a web-service. For instance, in project FIRST (Project FIRST, 2013),
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the sentiment data was available through exposed web-service, and the querying the web-
service would be easily integrateable into the model. However the main bottleneck of
the evaluation would become the query to the web-service, not the evaluation. For that
purpose, the authors Bohanec et al. (2013, 2014) retrieved the wanted data beforehand,
and precomputed the needed values.

8.4 Results

The developed model was evaluated in project FIRST (Bohanec et al., 2014; Project
FIRST, 2013). Here, we provide the condensed results of the evaluation.

Evaluation was in two stages. Both evaluations were based only on opinions of expert,
since no decision support system or �golden standard� was available to compare with. The
�rst evaluation was done during development of the model, where the model and results
on test data were monitored by experts from MPS. Based on experts' opinions, model was
adapted several times � mostly manipulation of weights and discretization rules of the
basic data processing module, and decision rules aggregation functions.

Once the model converged to a satisfactory state, the second evaluation stage was
carried out. It involved ten experts who previously did not collaborate in the development
of the model, of which eight experts were from MPS, one from a �nancial institution, and
one from a consulting company. All of them had experience in risk management, auditing,
communications, compliance, and customer relationship management. The experts were
selected on the basis of their roles in �nancial institutions and their knowledge and expertise
in reputational risk issues, and are considered as highly representative of potential end-
users of RIM and related decision support software.

The evaluation started with presentation of RIM model to all involved experts. Descrip-
tions of all the prototype variables and features, as well as an explanation of the purpose
and details of the used questionnaire was given. Additional information was subsequently
provided to enable experts to explore and further assess the prototype features.

At a later stage, each expert individually �lled a questionnaire. In relation to RIM,
the questionnaire addressed the representativeness of the model and, consequently, of the
synthetic reputational risk indicator. Speci�c questions asked whether RIM was properly
constructed, how e�ective was it in representing a bank's reputational risk exposure from
selling third-party products, on how input variables were selected and how representative
they were, on the type of decision rules/aggregation of variables, and on the model's
representation (Bohanec et al., 2014).

Respondents expressed a positive opinion on the selection of variables, weights, decision
rules and on the construction of RIM. 90% of respondents gave a positive feedback. A 90%
positive opinion was also expressed on the e�ectiveness of the synthetic reputational risk
indicator and the use of sentiment as a support for end users in their daily activities.
60% of experts believed that the availability of time series for the sentiment was extremely
important, not only for the selection of the counterpart and type of product, but also for the
pricing of products. This is in fact an upside potential of the model. 70% positive responses
were received regarding model structure and representation. However, the respondents
thought the user experience of the the prototype should be further improved � for example,
the number of used information sources could be increased for better reliability.

According to the experts, the evaluation results over the used time period were in line
with the expectations, however appeared to be signi�cantly sensitive to sentiment data.
In 87% of the cases, RIM assessments were consistent with the estimates provided by the
end-user experts. This is a positive outcome, very much in line with the expectations for
an e�ective tool.
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8.5 Concluding Remarks

The purpose of the use-case presentation was to reimplement the model from the original
study, natively in DEXx framework. The newly implemented model uses relational mod-
els and relational aggregation functions, numeric attributes and primitive function types,
presented in this thesis.

Considering the criteria described in the methodological part of the introduction, we
can assess the implementation of the use-case in DEXx:

• The previous implementation of the model was developed speci�cally for the purpose
of this model only, in Java programming language � a very small part of the model
(6 attributes) was developed in DEXi (Bohanec, 2015b) and ported to Java using
jDEXi (Bohanec, 2015c). Implementation of the RIM model is however natively
possible using DEXx framework and the presented extensions.

• Numeric attributes and relational models are a crucial part of this particular model,
so these two DEXx extensions are necessary for the implementation.

• Since the original implementation of the model is programmed in Java, the running
times of the evaluation are comparable, with the implementation of model using
DEXx.

The important characteristics of the model for bank reputational risk assessment are the
extensive use of numeric and relational attributes. This fact probably arises as a property of
�nancial domain. Without the extensions for numeric attributes and relational attributes,
such models would have been impossible to implement with DEX. Furthermore, we are not
aware of any MCDM method that could allow such an easy and methodologically clean
concurrent usage of qualitative and numeric variables with relationally structured inputs.

The original model developed in the course of project FIRST (Project FIRST, 2013)
was implemented in the Banca Monte dei Paschi di Siena to analyse bank's reputational
risk, based on the reputational risk of their customers, o�ered products and counterparts.
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Chapter 9

Model for Sustainability Assessment

of Electric Energy Production

Technologies

The model for sustainability assessment of energy options is tackling a complex problem,
which requires strategic planning and management for years in advance. The model was
used on Slovenian speci�c electric energy production technologies, however it is usable for
any other country with minor modi�cations. The study was done as a project funded by
a Slovenian electrical company (B. Konti¢ et al., 2014b, 2016).

The main purpose of the study was to develop a model that makes a transparent and
reproducible identi�cation of reliable, rational, and environmentally sound electric energy
production technologies in Slovenia by 2050 (B. Konti¢, Bohanec, Trdin, et al., 2014; B.
Konti¢ et al., 2014b; Bohanec, Trdin, & Konti¢, 2015a, 2015b; B. Konti¢ et al., 2016).
Firstly, the study considered eight electric energy production technologies for assessment.
Then, the models were extended to facilitate evaluation of the so-called technology mixtures
� here a technology mixture is some state (portfolio) in the country, giving the technologies
involved and their respective shares. Finally, the assessment of technology mixtures was
used in a simulation setting, where di�erent outcomes were evaluated through time, with
respect to some prede�ned events.

The purpose of this chapter is to present the use-case: the development of models,
simulation framework, and evaluation of alternatives, using the DEXx implementation.
The use-case uses the extensions of native hierarchies, relational aggregation functions and
numeric attributes.

The assessment of electric energy production technologies was done in three steps,
where each subsequent step included the results and the model of the previous steps:

• The �rst step was the development and usage of a model Technology (T) which was
used for evaluating eight individual technologies � both conventional and renewable
energy sources. The model considers three main dimensions of assessment: Ratio-
nality, Feasibility and Uncertainties involved in the technology.

• The second step was to incorporate the evaluations of individual technologies into
the evaluation of Technology mixture (M) � collection of technologies, considering
relative shares of each technology in the total installed capacity. The two main
dimensions of technology mixture assessment are Reasonability and Long-term ap-
propriateness.

• The third step was to use the model for evaluation of technology mixtures and use
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the model in a simulation setting. The Simulation model (S) was run from years 2013
to year 2050, considering 8 di�erent potential management events, which resulted in
64 di�erent scenarios. An event in a scenario is considered a shutting-down of an
existing power plant or construction of a new one.

The �rst step was achieved by developing a purely qualitative multi-criteria DEXmodel,
creating eight alternatives (technologies). The input values were assigned to alternatives
based on empirical research (B. Konti¢ et al., 2014b, 2016) of energy production options
in Slovenia.

The second step was achieved with an additional multi-criteria model M, which was
initially developed in DEXi (Bohanec, 2015b), but was then transferred into DEXx im-
plementation, due to the need of numeric attributes. Additionally, the model for single
technology assessment T is used as a relational model, to model M. Model M has eight
relational attributes, whose counterpart input attributes are all from model T.

Models for technology mixture and single technology assessment are relationally struc-
tured as presented in Figure 9.1. The �gure also indicates the simulation model, using the
technology mixture and single technology assessment models. Multiple evaluations of tech-
nologies in�uence a single technology mixture assessment (through relational attributes rx
and counterpart relational inputs ox).

Simulation
2013 2050

Mixture

Technology

rx

ox

Figure 9.1: The con�guration of main model for technology mixture assessment (Mixture)
with the relationally connected model for single technology assessment (Technology) assess-
ment. Each technology mixture assessment depends on multiple technology assessments.
The Simulation model wraps both models and runs the simulation from year 2013 to 2050.

The third step was creation of model S with a direct implementation in Java, with-
out using any framework. The model's inputs are N independent events and respective
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consequences, and some beginning state s0 of the simulation (given as one alternative rep-
resenting the technology mixture). The simulation model generates 2N di�erent scenarios,
and evaluates s0 through years 2013�2050, considering the consequences of the selected
scenario.

Model T has eight �xed alternatives, conventional and renewable sources of energy:
coal �red, gas �red, biomass �red, oil �red, nuclear, hydro, wind, and photovoltaic. When
evaluating them in the context of model T, we are evaluating each technology individually,
without considering their placement in an actual mixture of technologies.

Model M has seven alternatives de�ned, where one of the alternatives presents the
technology mixture that was used in Slovenia in 2013. Other six alternatives present some
hypothetical scenarios which are interesting to the expert. The relational alternatives are
the energy production technologies, corresponding to the scenario. The input attributes
for relational alternatives are the same as in the evaluation with model T. However, we
also introduce an additional input attribute, which represents the actual respective share
in the technology mixture (according to the relative installed capacity). The weighting
attribute is used in the relational aggregation of values.

9.1 Model Description and Structure

The model for technology assessment T (presented in Table 9.1) was initially implemented
in DEXi, and after that ported to the DEXx implementation for usage in relational ag-
gregation. The model was using DEXi �links� for modeling two hierarchical connections
� during the initial import to DEXx methodology, the model was created as a full hi-
erarchy, omitting the �links�. The model considers three main dimensions of assessment:
Rationality, Feasibility and Uncertainties involved in the technology. Rationality is fur-
ther split into assessment of Contribution to development, Economy and Land use and
pollution. Feasibility of a technology is considered in three aspects: Technical feasibility,
Economic feasibility and Spatial feasibility. Technological dependence, Possible changes and
Perception of risks all in�uence the Uncertainties involved in the assessment of technology.
These lower branches are further split into more detailed assessments of each concept. The
model has 65 attributes in total � 37 of those are aggregated attributes and 28 are input
attributes. The model also contains two attributes that are hierarchically connected.

On the left side of the table, the model structure is presented. The top-most attribute
is the root of the model. Note that the model has two roots: Technology and Weight,
however for the technology assessment only Technology root is interesting. Weight is used
during evaluation of technology mixtures and denotes the importance of the respective
evaluations of alternatives in model T . Each attribute's direct descendants are connected
with a line and indented to the right. Attributes displayed in green text are the hierarchical
attributes � attributes which in�uence multiple parts of the same model and subsequently
have multiple parent attributes (see Section 4.1). These attributes are Contribution to
development and Licenses.

On the right side of the table, the scales for corresponding attributes are given. All
scales are preferentially ordered in an increasing order. For the qualitative values, the
worst values are written in red, the best values are written in green, and the intermediate
values are written in black text. The numeric attribute Weight however has a numeric
scale, which is also ordered increasingly (higher numeric value denotes greater importance
in relational aggregation).

Formally, the model for technology assessment T has structural properties derived from
Table 9.1. The attributes X are:
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Table 9.1: The model for assessing a single technology. On the left side, the structure of
the attributes is presented, and on the right side, their corresponding scales are displayed.
The scales are ordered from worst values (displayed in red) to best values (displayed in
green).

Attribute Scale

Technology....................................
Rationality................................

Contribution to development...........
Economic .............................
Societal .............................
Economic-Technical advancement ....

Technical level ..................
Expected development.............

Economy..................................
Financial aspects...................

Energy price......................
Financing.........................

Financial sources.............
Financial shares..............
Long-term liabilities ........

Efficiency...........................
Energy ratio......................
Return period.....................

Independence.........................
Dependence........................

Land use and pollution.................
Spatial availability................

Land availability................
Energy share provision ..........
Resource protection..............

Water protection..............
Land protection...............
Landscape protection..........

Pollution............................
Health impact........................

Air pollution.....................
Greenhouse gases..............
Other pollutants..............

Public health status.............
Contribution to development..

Feasibility................................
Technical feasibility..................

Technological complexity...........
Infrastructure availability........
Accessibility........................

Fuel availability................
Fuel accessibility...............

Economic feasibility...................
Investment feasibility .............
Return of investment................

Spatial feasibility....................
Societal feasibility................

Social acceptance................
Permitting........................

Spatial suitability.................
Uncertainties..............................

Technological dependence..............
Foreign dependence..................

Construction......................
Licences.......................

Contracts...................
Special materials..........

Operation.........................
Licences.......................
Weather dependence............
Fuel supply dependence .......

Political stability..............
Possible changes .......................

Possible societal changes..........
Possible world changes .............

Perception of risks....................
Weight.........................................

unsuitable, weak, suitable, good, excellent
inappropriate, low, medium, high
low, medium, high
low, medium, high
low, medium, high
low, medium, high
low, medium, high
low, medium, high
low, medium, high
less suitable, suitable, more suitable
high, medium, low
less suitable, suitable, more suitable
uncertain, less certain, certain
less suitable, suitable, more suitable
less suitable, suitable, more suitable
low, medium, high
low, medium, high
long, medium, short
low, medium, high
very high, high, medium, low, none
unsuitable, less suitable, suitable, more suitable
less suitable, suitable, more suitable
low, medium, high
low, medium, high
weak, present, effective
weak, present, effective
weak, present, effective
weak, present, effective
high, medium, low
high, medium, low
high, medium, low
high, medium, low
high, medium, low
low, medium, high
low, medium, high
low, medium, high
low, medium, high
less suitable, suitable, more suitable
low, medium, high
low, medium, high
low, medium, high
low, medium, high
low, medium, high
low, medium, high
less suitable, suitable, more suitable
low, medium, high
low, medium, high
low, medium, high
no, yes
low, medium, high
very high, high, medium, low, none
very high, high, medium, low, none
very high, high, medium, low, none
high, medium, low
strong restrictions, moderate restrictions, no restrictions
strong restrictions, moderate restrictions, no restrictions
strong restrictions, moderate restrictions, no restrictions
high, medium, low
strong restrictions, moderate restrictions, no restrictions
high, medium, low
high, medium, low
no, low, high
negative, no, positive
negative, no, positive
negative, no, positive
very high, high, medium, low, none
[0, 1]
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X = {Technology,Rationality,Contribution to development, . . . ,Weight}. (9.1)

The descendants of attributes are described by mapping S, and are given as follows:

S(Technology) = {Rationality,Feasibility,Uncertainties},
S(Rationality) = {Contribution to development,Economy,

Land use and pollution},
S(Contribution to development) = {Economic, Societal,

Economic-Technical advancement},
. . . ,

S(Public health status) = {Contribution to development},
. . . ,

S(Economic) = {},
S(Societal) = {},

. . . ,

S(Weight) = {}.

(9.2)

Now, the descendants S are de�ned, also the aggAttributesT can be determined as:

aggAttributesT = {Technology,Rationality,Contribution to development, . . . ,

Possible changes}.
(9.3)

Furthermore, modelInputsT can be de�ned:

modelInputsT = {Economic, Societal,Technical level, . . . ,Weight}. (9.4)

As far as the structure of the model goes, only the modelOutputsT are determined as:

modelOutputsT = {Technology,Weight}. (9.5)

The scales of the attributes are also presented on the right side of the Table 9.1. The
scales of the attributes are de�ned by Dx, where x ∈ X:

DTechnology = (unsuitable,weak, suitable, good, excellent),

DRationality = (inappropriate, low,medium, high),

DContribution to development = (low,medium, high),

. . . ,

DPerception of risks = (very high, high,medium, low, none),

DWeight = [0, 1].

(9.6)

The model structure and qualitative aggregation functions for technology mixture as-
sessment M (presented in Table 9.2) were implemented using DEXi, and after that ported
to the DEXx methodology, in order to introduce relational aggregation functions and the
relational model T. The two main dimensions of technology mixture assessment are Reason-
ability and Long-term appropriateness. Reasonability is further split into Energy demand
coverage and Feasibility and rationality. Ful�lment of goals and interests and Lifetime
of supply both in�uence the Long-term appropriateness. These attributes are similarly
split into more basic concepts, which can be assessed on more re�ned attributes of the
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technology mixture. The model has 27 attributes in total � 12 of those are aggregated
attributes and 15 are input attributes. Out of 15 input attributes, there are 8 relational
input attributes and 7 basic input attributes.

On the left side of the table, the model structure is presented. There is only one
root attribute: Technology mixture. Attributes written in blue text are the relational
attributes (Health impacts, Possible changes, Feasibility, Economy, Low carbon, Rational
land use, Nature protection and Independence). The descendants of relational attributes
are attributes from subordinate relational model T. The respective descendants are Health
impact, Possible changes, Feasibility, Economy, Greenhouse gases, Spatial availability, Re-
source protection and Independence. Each relational attribute also has the Weight as its
counterpart relational input.

On the right side, the scales for the attributes are presented. All scales are preferentially
ordered in an increasing order. For the qualitative values, the worst values are written in
red, the best values are written in green, and the intermediate values are written in black
text.

Similarly, attributes X, successors S, aggregated attributes aggAttributesM, model
inputs modelInputsM, model outputs modelOutputsM and scales Dx, are constructed
from Table 9.2 for the model for technology mixture assessment.

X = {Technology mixture,Reasonability,Energy demand coverage, . . . ,

Lifetime of supply},
(9.7)

S(Technology mixture) = {Reasonability,Long-term appropriateness},
S(Reasonability) = {Energy demand coverage,Feasibility and rationality},
S(Energy demand coverage) = {Reliability of supply,Uncertainties},

. . . ,

S(Installed capacity) = {},
S(Energy produced) = {},

. . . ,

S(Lifetime of supply) = {},

(9.8)

aggAttributesM = {Technology mixture,Reasonability,

Energy demand coverage, . . . ,Energy users capabilities},
(9.9)

modelInputsM = {Installed capacity,Energy produced,Base load, . . . ,

Lifetime of supply},
(9.10)

modelOutputsM = {Technology mixture}, (9.11)

DTechnology mixture = (unsuitable,weak, suitable, good, excellent),

DReasonability = (unreasonable, less-reasonable, reasonable, desired),

DEnergy demand coverage = (low,medium, good, high),

. . . ,

DLifetime of supply = (short,medium, long).

(9.12)

The model for technology mixture assessment has a subordinate relational model
(model for technology assessment T ), and hence has eight relational attributes (rx):
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Table 9.2: The model for assessing technology mixtures. On the left side, the structure of
the attributes is presented, and on the right side, their corresponding scales are displayed.
The scales are ordered from worst values (displayed in red) to best values (displayed in
green). Furthermore, the Weight attribute has a numeric interval scale, which is also
preferentially ordered.

Attribute Scale

Technology mixture...........................
Reasonability..............................

Energy demand coverage.................
Reliability of supply...............

Availability......................
Installed capacity............
Energy produced...............

Base load.........................
Peaks..............................

Uncertainties........................
Health impacts....................

Health impact..................
Weight..........................

Possible changes.................
Possible changes..............
Weight..........................

Feasibility and rationality...........
Feasibility..........................

Feasibility.......................
Weight.............................

Economy...............................
Economy ...........................
Weight.............................

Long-term appropriateness................
Fulfilment of goals and interests....

Environmental goals.................
Low carbon........................

Greenhouse gases..............
Weight..........................

Rational land use................
Spatial availability..........
Weight..........................

Nature protection................
Resource protection...........
Weight..........................

National interests..................
Independence......................

Independence...................
Weight..........................

Energy users capabilities..........
Energy supply to all.............
Protection of vulnerable groups

Lifetime of supply.....................

unsuitable, weak, suitable, good, excellent
unreasonable, less-reasonable, reasonable, desired
low, medium, good, high
low, medium, high, very high
low, medium, high
unsuitable, suitable, exceed
unsuitable, suitable, exceed
low, medium, high
no, yes
very high, high, medium, low
high, medium, low
high, medium, low
[0, 1]
negative, no, positive
neg, no, pos
[0, 1]
weak, low, medium, high
low, medium, high
low, medium, high
[0, 1]
low, medium, high
low, medium, high
[0, 1]
low, medium, high
low, medium, high
low, medium, high
low, medium, high
high, medium, low
[0, 1]
low, medium, high
less suitable, suitable, more suitable
[0, 1]
low, medium, high
weak, present, effective
[0, 1]
low, medium, high
low, medium, high
low, medium, high
[0, 1]
low, medium, high
low, medium, high
low, medium, high
short, medium, long

1. Attribute Health impacts has two counterpart relational inputs: assessment of tech-
nology's health impact (Health impact) and the respective weight of the technology
(Weight).

2. Possible changes has two counterpart relational inputs: possible changes the tech-
nology might introduce (Possible changes) and the technology's (Weight).

3. Feasibility of technology mixture is assessed through assessment's of individual tech-
nology's Feasibility and respective technology's (Weight).

4. Similarly, the Economy is assessed through assessment's of individual technology's
economic aspects (Economy) and its (Weight).

5. Low carbon relational attribute is assessed from individual technology's contribution
to Greenhouse gases and the Weight.
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6. Rational land use is assessed from Spatial availability of technologies and the Weight
of respective technology.

7. Nature protection gives the overall value of Resource protection for individual tech-
nologies, and is also in�uenced by the Weight of the respective technology.

8. Relational attribute Independence computes the degree of independence of the tech-
nology mixture, from the individual technology's Independence and the respective
Weight of the technology.

Here note that none of the relational attributes actually uses the overall �nal evalua-
tion of model T (attribute Technology). Rather they use more speci�c evaluations from
the lower parts of the model T. With that, the relational inputs to model M aggregate
respective values at higher resolution and subsequently provide more detailed evaluations
of technology concepts.

Furthermore, generally all relational attributes, which are all in�uenced by the tech-
nologies Weight 's, produce a probabilistic distribution over qualitative values of respective
relational attributes. This inherently means that the majority of evaluations in model M
will be evaluated probabilistically and in turn produce a qualitative probabilistic distribu-
tion. This in general means that the evaluation of technology mixture will be a distribution
over values of DTechnology mixture.

9.2 Aggregation Functions

This section presents some selected aggregation functions used in the sustainability assess-
ment of energy options. Models T and M have only functions of type 1 and relational
aggregation functions, which are computing the distributions of values. Relational aggre-
gation functions are presented in Section 9.2.1. Due to large space requirements for pre-
sentation of qualitative aggregation functions, we present only three functions: fTechnology,
fRationality and fTechnology mixture.

Function fTechnology is a function type 1, which assigns the �nal qualitative value to
the Technology attribute, based on the values of attributes Rationality, Feasibility and
Uncertainties. The function is used in the root attribute of model T . Table 9.3 shows the
rules used in the function.

The aggregation function fRationality is a function type 1, which considers values of
Contribution to development, Economy, and Land use and pollution to assign a value from
the domain of Rationality. The aggregation function is used in an attribute below the root
attribute of model T . Table 9.4 shows all input value combinations with respective outputs
of the function.

The third function fTechnology mixture is again a function type 1, which appears at the
root attribute of model M . It considers two aspects of a particular technology mixture
� Reasonability and Long-term appropriateness. The aggregation function is shown in
Table 9.5.

9.2.1 Relational Aggregation Functions

The model for sustainability assessment of energy options has eight relational aggregation
functions. All such functions are used in model M to provide inputs. The respective rela-
tional attributes are: Health impacts, Possible changes, Feasibility, Economy, Low carbon,
Rational land use, Nature protection and Independence. The corresponding counterpart
relational inputs from model T are Health impact, Possible changes, Feasibility, Economy,
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Table 9.3: The aggregation function for technology assessment de�nes a mapping from
every combination of input attribute values for Rationality, Feasibility and Uncertainties,
into values from scale of Technology.

Rationality Feasibility Uncertainties Technology

inappropriate low very high unsuitable
inappropriate low high unsuitable
inappropriate low medium unsuitable
inappropriate low low unsuitable
inappropriate low none unsuitable
inappropriate medium very high unsuitable
inappropriate medium high unsuitable
inappropriate medium medium unsuitable
inappropriate medium low unsuitable
inappropriate medium none unsuitable
inappropriate high very high unsuitable
inappropriate high high unsuitable
inappropriate high medium unsuitable
inappropriate high low unsuitable
inappropriate high none unsuitable

low low very high unsuitable
low low high weak
low low medium weak
low low low suitable
low low none suitable
low medium very high unsuitable
low medium high suitable
low medium medium good
low medium low good
low medium none good
low high very high weak
low high high suitable
low high medium good
low high low good
low high none good

medium low very high unsuitable
medium low high weak
medium low medium weak
medium low low suitable
medium low none suitable
medium medium very high weak
medium medium high suitable
medium medium medium good
medium medium low good
medium medium none excellent
medium high very high weak
medium high high suitable
medium high medium good
medium high low excellent
medium high none excellent

high low very high weak
high low high weak
high low medium weak
high low low suitable
high low none good
high medium very high weak
high medium high suitable
high medium medium good
high medium low excellent
high medium none excellent
high high very high weak
high high high suitable
high high medium good
high high low excellent
high high none excellent
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Table 9.4: The aggregation function for rationality assessment de�nes a mapping from
every combination of input attribute values for Contribution to development, Economy,
and Land use and pollution, into values from scale of Rationality.

Contribution to development Economy Land use and pollution Rationality

low low unsuitable inappropriate
low low less suitable inappropriate
low low suitable inappropriate
low low more suitable inappropriate
low medium unsuitable inappropriate
low medium less suitable inappropriate
low medium suitable medium
low medium more suitable medium
low high unsuitable inappropriate
low high less suitable inappropriate
low high suitable medium
low high more suitable high

medium low unsuitable inappropriate
medium low less suitable inappropriate
medium low suitable low
medium low more suitable low
medium medium unsuitable inappropriate
medium medium less suitable low
medium medium suitable medium
medium medium more suitable high
medium high unsuitable inappropriate
medium high less suitable low
medium high suitable high
medium high more suitable high

high low unsuitable inappropriate
high low less suitable low
high low suitable medium
high low more suitable medium
high medium unsuitable inappropriate
high medium less suitable low
high medium suitable high
high medium more suitable high
high high unsuitable inappropriate
high high less suitable low
high high suitable high
high high more suitable high

Table 9.5: The aggregation function for technology mixture assessment de�nes an output
value for every combination of input attribute values for Reasonability and Long-term
appropriateness, into values from scale of Technology mixture.

Reasonability Long-term appropriateness Technology mixture

unreasonable low unsuitable
unreasonable medium unsuitable
unreasonable high unsuitable

less reasonable low unsuitable
less reasonable medium suitable
less reasonable high suitable

reasonable low unsuitable
reasonable medium good
reasonable high excellent

desired low weak
desired medium excellent
desired high excellent

Greenhouse gases, Spatial availability, Resource protection and Independence. Further-
more, every relational attribute also has a second counterpart relational input from model
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T � Weight.
All relational aggregation functions map from an extended domain over qualitative

value scales and a numeric value (from interval [0, 1]) to an extended domain over qualita-
tive value scale of the relational attribute. The prototype relational aggregation function
appearing in model M is presented in Algorithm 9.1. Firstly, the respective scales are
retrieved for the relational attribute X and the �rst counterpart attribute � we assume
that the �rst attribute is the attribute holding the evaluation (line 2). Then, for each
evaluation vi (generally a probabilistic value distribution), the algorithm iterates over all
(value, probability) pairs present in vi. Lines 7�8 �nd the aggregated value aggValue (in
the domain of X), to which the evaluated value is mapped, respective to the positional
index. Here note that this step is necessary because relational attributes Possible changes,
Low carbon, Rational land use and Nature protection, have di�erent scales than their re-
spective counterpart input attributes. Finally, the aggValue's probability is increased by
the original probability multiplied by the respective weight wi of the alternative. There is
no need to normalize the �nal value, since probabilities in line 6 sum to 1, and sum of wis
is also equal to 1 (see line 20 in Algorithm 9.3). Hence all calculations can be interpreted
probabilistically.

Algorithm 9.1: Algorithm represents the prototype relational aggregation function
fX used in modelM , for attribute X. The function weighs each appearing evaluation
with the respective weight of the alternative. Note that evaluations of relational
alternatives and the �nal evaluation are generally probabilistic value distributions
(not crisp qualitative values) and need to be handled accordingly.

Input: Evaluations of relational alternatives V = (v1, v2, . . . , vn),
Weights of relational alternatives W = (w1, w2, . . . , wn)

Output: Final evaluation of relational alternative

1 scale = X.scale();
2 counterpartAttribute = X.counterpartAttributes()[0];
3 counterpartScale = counterpartAttribute.scale();
4 EVALUATION = X.emptyDistributionValue();
5 for i = 1; i ≤ |V |; i = i+ 1 do /* For each evaluation */

6 for (value, probability) ∈ V [i] do /* For value in evaluation */

7 index = counterpartScale.index(value);
8 aggValue = scale[index];
9 EVALUATION.increaseProbability(aggV alue, probability · wi);
10 end

11 end

12 return simplify(EVALUATION);

The relational aggregation functions used in model M aggregate relational evaluations
with the same prototype function presented in Algorithm 9.1. Each relational aggregation
function's purpose is to weigh the relational evaluations with the respective weights of the
relational alternatives (proportional shares of installed powers of technologies in a tech-
nology mixture). Since the evaluations of relational alternatives in model T are generally
probabilistic value distributions, the probabilities of respective values in each evaluation
also have to in�uence the evaluation of the relational aggregation function.
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9.3 Simulation Procedure

Simulation model S is using the initial alternative s2013 for the simulation. Then for
each of the generated scenarios (from N events), the simulation evaluates the technology
mixture si, for i ∈ [2013, 2050] on model M, considering the scenario's consequences. The
consequences of the scenario are the joined consequences of each event, occurring in the
scenario. The consequences of each event in the simulation model S are of two types:

1. Increase/decrease of the installed power of one of the eight energy production tech-
nologies;

2. Increase/decrease of the produced energy by one of the eight energy production
technologies.

The simulation study considers six events that may occur during the course of events
through the years:

• TE�5 considers Unit 5 of the Thermal Plant �o²tanj. It is scheduled to be brought
down in year 2023, however its life-span might be prolonged until year 2027.

• JEK1 is concerned with Unit 1 of the Nuclear Plant Kr²ko � it may be brought
down in year 2023.

• JEK2 is concerned with Unit 2 of Nuclear Plant Kr²ko, which considers building the
Unit 2, and running from year 2025 onwards.

• HESM and HESL events concern the building and deployment of Hydro Plants on
middle and lower Sava river, respectively. The deployment might occur in years 2035
and 2025, respectively.

• GAS event considers the building and deployment of Gas-powered Plant in year 2025.

Each of the events modi�es the total energy produced and total capacity installed, with
the functions ∆ENERGYX(year, event) and ∆POWERX(year, event). Here the functions
return the absolute value of additional energy (in GWh) and absolute value of additional
power (in MW) in the given year, assuming the event will happen. The used absolute
numbers are given in the Equations (9.13) through (9.24).

∆ENERGYTE�5(year, event) =


−1 656 if year ≥ 2023 and event = False

−1 656 if year ≥ 2027 and event = True

0 otherwise

(9.13)

∆POWERTE�5(year, event) =


−345 if year ≥ 2023 and event = False

−345 if year ≥ 2027 and event = True

0 otherwise

(9.14)

∆ENERGYJEK1(year, event) =

{
−2 520 if year ≥ 2023 and event = True

0 otherwise
(9.15)
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∆POWERJEK1(year, event) =

{
−700 if year ≥ 2023 and event = True

0 otherwise
(9.16)

∆ENERGYJEK2(year, event) =

{
11 520 if year ≥ 2025 and event = True

0 otherwise
(9.17)

∆POWERJEK2(year, event) =

{
1 600 if year ≥ 2025 and event = True

0 otherwise
(9.18)

∆ENERGYHESM(year, event) =

{
1 122 if year ≥ 2035 and event = True

0 otherwise
(9.19)

∆POWERHESM(year, event) =

{
330 if year ≥ 2035 and event = True

0 otherwise
(9.20)

∆ENERGYHESL(year, event) =

{
252 if year ≥ 2025 and event = True

0 otherwise
(9.21)

∆POWERHESL(year, event) =

{
74 if year ≥ 2025 and event = True

0 otherwise
(9.22)

∆ENERGYGAS(year, event) =

{
3 000 if year ≥ 2025 and event = True

0 otherwise
(9.23)

∆POWERGAS(year, event) =

{
600 if year ≥ 2025 and event = True

0 otherwise
(9.24)

Since there are six events that can happen or not in each scenario, they collectively
make 26 = 64 scenarios, which are considered in the simulation study.

Model S is heavily based on the amount of energy produced EP by the technology
mixture, amount of power installed PI, and amount of power installed in the band PB, in
a given year. The amount of energy produced EP in the sum over all energies produced
by a single technology, modi�ed by the scenario (∆ENERGYX). The amount of power
installed PI is the sum of installed powers over all single technologies, modi�ed by the
scenario (∆POWERX). The amount of power installed PB in the band is the sum of
installed powers by hydro, coal, gas, oil and nuclear technologies, modi�ed by the scenario
(∆POWERX) (B. Konti¢ et al., 2014b; Bohanec et al., 2015a, 2015b; B. Konti¢ et al.,
2016).
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9.3.1 Simulation Inputs

To compute the input values for model T (in scope of the simulation), the need for energy
EN , need for installed power NPI and need for installed power in the band NPB, in a
given year need to be established. The required need for produced energy in year 2013 is
12700 GWh, with an estimated yearly increase of 2.2%. Further, to cover the additional
needs of energy consumption, the need is increased by 1000 GWh. The need for installed
power up to year 2025 is 1700 MW, and after that 2200 MW � to cover the additional
needs for installed power, the limit is further increased by 100 MW. The requirements for
the band are 1000 MW to year 2025 and 1200 MW after the year 2025. These constraints
are given in the Equations (9.25) through (9.27), and are valid for years from 2013 onwards.

ENbase(year) = 12 700 · 0.02year−2013

ENadditional(year) = 13 700 · 0.02year−2013
(9.25)

NPIbase(year) =

{
1 700 if year ≤ 2025

2 200 otherwise

NPIadditional(year) =

{
1 800 if year ≤ 2025

2 300 otherwise

(9.26)

NPB(year) =

{
1 000 if year ≤ 2025

1 200 otherwise
(9.27)

Inputs for the model T are of two types: regular inputs assigned to the alternatives
and inputs computed by the relational aggregation functions. The computation of the
latter are covered in Section 9.2.1. The seven input attributes that have regular assigned
input values are: Installed capacity, Energy produced, Base load, Peaks, Energy supply to
all, Protection of vulnerable groups and Lifetime of supply. Values for these attributes
can be assessed manually for the purpose of single assessment of model T, however, their
computation must be formalized and implemented in a programming language, for the
usage in simulation model S.

Installed capacity gets its value by summation of all installed powers of all considered
technologies, modi�ed by the ∆POWERX , de�ned by the scenario S. Suppose, currently
considered are technologies T , where each technology t ∈ T has capacity capacity(t). Then
given the year y of simulation and scenario S, the value of Installed capacity is:

Installed capacity(T, S, y) =
∑
t∈T

capacity(t) +
∑

event∈S
∆POWERevent(y, event). (9.28)

Here, event ∈ S is True if the event is present in the scenario S, and False otherwise.
A qualitative value of Installed capacity is assigned based on the values of actual in-

stalled capacity Installed capacity(T, S, y), and values of base and additional installed ca-
pacities NPIbase and NPIadditional:

QInstalled capacity(T, S, y) =

=


unsuitable, Installed capacity(T, S, y) ≤ NPIbase(y)

suitable, Installed capacity(T, S, y) ≤ NPIadditional(y)

exceed, otherwise

.
(9.29)



9.3. Simulation Procedure 123

Similarly, the value for Energy produced gets an assigned value with:

QEnergy produced(T, S, y) =

=


unsuitable, Energy produced(T, S, y) ≤ ENbase(y)

suitable, Energy produced(T, S, y) ≤ ENadditional(y)

exceed, otherwise

,
(9.30)

where Energy produced(T, S, y) is computed as the sum of produced energies energy(t),
for each technology t in T and given the scenario S. Concretely, the value is computed as:

Energy produced(T, S, y) =
∑
t∈T

energy(t) +
∑

event∈S
∆ENERGYevent(y, event). (9.31)

The value for Base load has a more complicated scheme of computation. Firstly, the
value for installed capacity of band BAND(T, S, y) is computed, which presents the sum of
installed capacities from B = {hydro, coal, gas, oil, nuclear} technologies, modi�ed by the
scenario S:

BAND(T, S, y) =
∑

t∈(T∩B)

capacity(t) +
∑

event∈(S∩B)

∆POWER(y, event). (9.32)

Here, (S ∩B) are the events that in�uence one of the technologies in B.
Next, the value for maxLoss(T, S, y) is computed, where its value represents the ca-

pacity installed in the scenario, if the most powerful technology is turned down or not
available. The value is computed as per the following Equation:

maxLoss(T, S, y) = BAND(T, S, y)−

− max
t∈(B∩T )

(capacity(t) +
∑

event∈(S∩t)

∆POWER(y, event)). (9.33)

Here, event ∈ (S ∩ t) represents a set of events, where event is from scenario S and
in�uences the technology t.

Finally, the qualitative value for Base load can be determined:

QBase load(T, S, y) =

=


exceed, maxLoss(T, S, y) > NPB(y)

suitable, BAND(T, S, y) > NPB(y)

unsuitable otherwise

.
(9.34)

The Peaks attribute represents a value, if the technology mixture is able to sustain daily
peaks of energy need. To establish a value for the attribute, �rstly a set of technologies,
which are able to sustain peaks is determined. These technologies are: hydro, coal, gas,
oil and nuclear. Let the PEAKS be the set of these technologies. The set of technologies,
able to sustain peaks PEAKS(T ), dependent on the evaluating technologies T :

PEAKS(T ) =
⋃

t∈(T∩PEAKS)

t. (9.35)

The qualitative value for Peaks is then computed as per following Equation:

QPeaks(T ) =

=


yes if |PEAKS(T )| > 1

{yes/0.5, no/0.5} if |PEAKS(T )| = 1 and PEAKS(T ) = {hydro}
yes if |PEAKS(T )| = 1

no otherwise

.
(9.36)
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Here note that the second line introduces a qualitative distribution value. In this study,
this is one of the sources of probabilities that will be achieved in the end evaluations of
technology mixtures. The second source of probabilities are the relational aggregation
functions, where each aggregation function will consider the weight of respective technol-
ogy. Generally, the relational aggregation functions will produce probabilistic distributions,
which will be considered during evaluations of higher aggregation functions.

Values for Energy supply to all, Protection of vulnerable groups and Lifetime of supply
are de�ned by the initial beginning state year, s2013 and the scenario S. Each event
of the scenario may increase the value of each attribute by one, or decrease it by one.
Furthermore, the year of the evaluation is important during the simulation, because the
increase/decrease takes e�ect only on years, the event is taken into e�ect. If the simulation
year is lower than the event is going to happen, the increase/decrease is not done. For
example, the concrete initial values for the attributes in question, are given for the state
of the technologies in Slovenia, in year 2013.

The initial value of Energy supply to all is high. Events that increase the value of the
attribute are: JEK1 not happening, JEK2, HESM and HESL. Event that decreases the
value of the attribute by one is JEK1. The function with such properties is not presented,
however we assume that it is implemented as QEnergy supply to all(initial, T, y).

Initially, the value for Protection of vulnerable groups is {low/0.2, medium/0.8}. Here,
events in�uence values in the distribution. If an event may increase the value of the
attribute, then each value in the distributions is increased by one. Similarly, events reducing
the value reduce each value by one. Here note that the distribution may converge to a
single value of low or high. Events that may increase the value of the attribute are: JEK1
not happening, JEK2, HESM, HESL and GAS. Event that decreases the value of the
attribute by one is JEK1. We assume the function with such properties is implemented as
QProtection of vulnerable groups(initial, T, y).

The �nal input attribute's value Lifetime of supply is initially set to short. Events
that increase the value of the attribute by one are: JEK1 not happening and JEK2. Event
that decreases the value of the attribute is JEK1. Again, we assume that such function is
implemented as QLifetime of supply(initial, T, y).

9.3.2 Simulation Model

The simulation model was programmed in Java programming language for the purpose of
this study only, not using any existing framework or methodology. Here, we present the
pseudo code of the simulation model. The simulation expects the initial state of the system
in 2013 (represented by the present technologies, installed power and energy produced), a
list of possible events, and the upper limit for the year of simulation. The lower limit for
the year is prede�ned to be 2013. The simulation expects that functions ∆POWERX and
∆ENERGYX are available for all events. The simulation also assumes that input values
for all supported technologies are available during creation of relational alternatives.

The pseudo code for the simulation is presented in Algorithm 9.2. The simulation
iterates through all possible scenarios (2n, where n is number of events), and then through
all years from Byear (year to begin the simulation) to the user de�ned end year, Eyear.
Now, given the scenario and year, it gets all available technologies at given year with
assumed scenario, via function getAlternatives. The function computes the plausibly
existing technologies according to the initial present technologies, and modi�es the list
according to technologies which might appear according to scenario. Then, it creates the
main alternative techMix, and attaches the relational alternatives technology. Finally,
it assigns the qualitative values to the regular inputs of the model M , using function
fillMixV alues (presented in Algorithm 9.3), and writes the produced evaluation to the
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OUTPUT variable.

Algorithm 9.2: Algorithm represents the running of the simulation from user de�ned
year onwards. Given the initial technologies, their respective installed power and
produced energy, events, beginning year, end year, and model for technology mixture
assessment, the simulation outputs all possible outcomes of the system from beginning
year until the desired end year, considering all combinations of occurring events.

Input: Initial technologies T = (t1, t2, . . . , tn),
Installed powers P = (p1, p2, . . . , pn),
Produced energies EN = (en1, en2, . . . , enn),
Events EV = (e1, e2, . . . , em),
Beginning year, Byear,
End year, Eyear,
Technology mixture assessment model M ,
Initial value for Energy supply to all, ESA,
Initial value for Protection of vulnerable groups, PV G,
Initial value for Lifetime of supply, LS

Output: Evaluations of all combinations of events through years Byear � Eyear

1 if Byear < 2013 then /* Beginning year must be higher than 2012 */

2 return error;
3 m = |EV |;
4 OUTPUT = array [2m][Eyear −Byear + 1];
5 for scenario = 0; scenario < 2m; i = i+ 1 do /* For each scenario */

6 for year = Byear; year ≤ Eyear; year = year + 1 do /* For each year */

7 technologies = getAlternatives(T, scenario, year);
8 if technologies == {} then /* No relational alternatives */

9 OUTPUT[scenario][year] = error;
10 continue;
11 techMix = M.emptyAlternative();
12 for technology ∈ technologies do
13 techMix.addRelationalAlternative(technology);
14 end

15 �llMixValues(techMix, technologies, P, EN, scenario, year, ESA, PVG, LS );
16 OUTPUT[scenario][year] = M.evaluate(techMix);
17 end

18 end

19 return OUTPUT ;

The Algorithm 9.3 presents the pseudo code for the fillMixV alues function. It expects
the main technology mixture alternative, technologies that are present in the mixture
(already modi�ed by the scenario), installed powers and produced energies of the original
technologies, the scenario which guides the simulation, year of evaluation, and initial input
values for Energy supply to all, Protection of vulnerable groups and Lifetime of supply. The
algorithm does not return a result, however it computes and assigns the qualitative values
to regular inputs, and also computes the respective Weight 's of the technologies. Firstly,
the algorithm computes the powers and produced energies of the considered technologies,
modi�ed by the scenario, according to functions ∆POWER and ∆ENERGY. This is done
in lines 13 through 15. The actual powers and installed capacities are assigned in lines 4
through 6. Here, function indexOfTechnology gets the index of technology in array T ,
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from the positional index in array of installed powers. Furthermore, lines 9 through 15
modify the installed capacities and produced energies with ∆POWER and ∆ENERGY.
Function getTechnology produces the index of in�uenced technology in array T , by the
event i. Also note, the 10-th line of code checks if the i-th bit in the scenario is set � if it
is, the i-th event is going to happen, otherwise it is not going to happen in this scenario.
Next, the algorithm assigns a value to Weight attribute, to the respective technology �
based on the proportion of installed power by a particular technology. Finally, it assigns
qualitative values to the regular input attributes of technology mixture, via respective
functions presented in Section 9.3.1.

9.4 Evaluation of Alternatives

The evaluation of alternatives was done in three stages. The �rst stage was to evaluate all
basic technologies with model T � hydro, coal �red, oil �red, gas �red, nuclear, biomass
�red, photovoltaic and wind. After that, the experts B. Konti¢ et al. (2014b) designed
seven technology mixtures, which were evaluated with modelM . The technology mixtures
represent some situations that were interesting from the expert's point of view. The �-
nal stage was running the simulation with the initial state, which represents the state of
the electric technologies in Slovenia in year 2013. The initial state was also one of the
technology mixtures de�ned in the second stage of alternative evaluations.

Table 9.6 gives the input values for the eight considered technologies. The input values
for each technology appear in columns. The �rst row of the table gives the name of the
technology, and the �rst column gives the names of the respective attribute. Furthermore,
the values appearing in a column are split three-way � the upper part considers input
values to the sub-tree for Rationality assessment, the middle part considers inputs for
Feasibility assessment, and the lower part of the table gives the input values for attributes
belonging to Uncertainties assessment. The basic input values in this case are either crisp
or interval values over the domain of the respective input attribute.

Each technology represents an alternative which can be evaluated with model T . Here
note that Table 9.6 is missing the input value for the Weight attribute. This is due to the
fact that the Weight does not in�uence evaluation of single technologies. The evaluations
of the technologies present the general overall sustainability assessment for the particular
technology, independent of the actual implementation.

For the second stage of alternative evaluation, the experts in the study designed seven
technology mixtures, which were evaluated with model M . The di�erent technology mix-
tures represent seven di�erent most interesting scenarios that may occur in the future:

• M0 represents a technology mixture, which describes the initial state of technologies
in year 2013, in Slovenia.

• M1 is a technology mixture, describing a situation without nuclear power and without
gas technologies, in year 2030.

• M2 represents a state of technologies in year 2025 if no unplanned changes are made.

• M3 represents a state of technologies in year 2050 if no unplanned changes are made.

• M4 is representing a technology mixture in year 2030, without any nuclear power.

• M5 is a technology mixture in year 2030, considering we do not build Unit 2 of
Nuclear Power Plant Kr²ko.
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Algorithm 9.3: Algorithm assigns the qualitative input values to the technology
mixture, according to the installed powers, produced energy, currently considered
scenario and the year of evaluation. It also computes and assigns the respective
weights of the considered technologies.

Input: Technology mixture alternative techMix,
Technologies T = (t1, t2, . . . , tm),
Installed powers P = (p1, p2, . . . , pn),
Produced energy EN = (en1, en2, . . . , enn),
Current considered scenario,
Current year of evaluation,
Initial value for Energy supply to all, ESA,
Initial value for Protection of vulnerable groups, PV G,
Initial value for Lifetime of supply, LS

1 powers = array [|T |];
2 energies = array [|T |];
3 for i = 0; i < |P |; i = i+ 1 do
4 j = indexOfTechnology(T, i);
5 powers[j] = powers[j] + P [i];
6 energies[j] = energies[j] + EN [i];
7 end

8 for i = 0; i < log2(scenario); i = i+ 1 do /* For each event in scenario */

9 j = getTechnology(i);
10 if (scenario� i)&&1 == 1 then
11 powers[j] = powers[j] + ∆POWERi(year, True);
12 energies[j] = energies[j] + ∆ENERGYi(year, True);
13 else

14 powers[j] = powers[j] + ∆POWERi(year, False);
15 energies[j] = energies[j] + ∆ENERGYi(year, False);
16 end

17 sumP = sum(powers);
18 sumEN = sum(energies);
19 for i = 0; i < |T |; i = i+ 1 do
20 T[i].Weight = powers[i]/sumP ;
21 end

22 techMix.Installed capacity = QInstalled capacity(T , scenario, year);
23 techMix.Energy produced = QEnergy produced(T , scenario, year);
24 techMix.Base load = QBase load(T , scenario, year);
25 techMix.Peaks = QPeaks(T );
26 techMix.Energy supply to all = QEnergy supply to all(ESA, T , year);
27 techMix.Protection of vulnerable groups = QProtection of vulnerable groups(PV G,

T , year);
28 techMix.Lifetime of supply = QLifetime of supply(LS, T , year);

• M6 is a technology mixture in year 2030, considering we turn down Unit 1 of Nuclear
Power Plant Kr²ko.

Table 9.7 gives the values needed to create an alternative for the technology mixture.
Each technology mixture is described by the installed powers (given in MW) and produced
energies (given in GWh) of all technologies, with additional values for basic input attributes
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Energy supply to all, Protection of vulnerable groups and Lifetime of supply. Here note, if
the respective technology's installed power is 0, then the technology is not present in the
technology mixture. For each technology mixture, an alternative for model M is created,
and for each technology in the technology mixture a relational alternative is added. The
relational alternative is created with basic input values presented in the respective column
of Table 9.6. Basic input attributes of modelM are populated according to the procedures
described in Section 9.3.1, or by the assigned input values presented in Table 9.7. Here we
see, the basic inputs Protection of vulnerable groups values de�ned in the table, together
with proportions of each technology's installed power generate alternatives that will in
general have a distributed evaluation (a probabilistic value distribution).

Figure 9.2 shows the evaluation scheme for evaluating technology mixtures M0. Re-
spective relational alternatives (technologies HYD � Hydro Power, COA � Coal Power,
NUC � Nuclear Power, and PV � Photovoltaic Power) are evaluated using model T .
Relational aggregation functions produce input values to model M , which together with
input values of alternative M0 supply all needed input values for model M . With that,
model M produces the evaluation of technology mixture M0 � unsuitable.

M

T

M0

HYD COA NUC PV

Figure 9.2: Evaluation of technology mixture M0 proceeds by �rstly evaluating technolo-
gies in the technology mixture (HYD � Hydro Power, COA � Coal Power, NUC �
Nuclear Power, and PV � Photovoltaic Power) with model T . Then, respective relational
aggregation functions produce input values to model M (together with input values of
M0 ), which are used to produce the �nal evaluation of M0.

The third stage of alternative evaluation is the running of the simulation model S,
and evaluating alternatives in the course of the simulation. The simulation needs ten
inputs for it to run successfully: initial installed technologies, installed powers, produced
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energies, considered events, beginning year, end year for the simulation, technology mixture
assessment model, and initial values for Energy supply to all, Protection of vulnerable groups
and Lifetime of supply. The �rst three arguments and the last three arguments are derived
from the initial state of technologies in year 2013 � technology mixture M0. The events
used in the simulation are the events TE�1, JEK1, JEK2, HESM, HESL, GAS. Beginning
year is 2013 and end year for the simulation is set to 2050. The technology mixture
assessment model is the actual model M .

9.5 Results

The results discussion, as the evaluation of alternatives, is done in three stages.

9.5.1 Results for Individual Technologies

In the �rst stage, the eight considered technologies were evaluated using model T . The
model identi�ed three main technologies that are most suitable in Slovenia: hydro, gas,
and nuclear. The evaluations of the technologies are as follows:

1. Hydro technology was evaluated with an interval value from suitable to excellent. The
suitable assessment came from the fact that Rationality may be low and Uncertainties
may be high. These evaluations come from the fact that sub-attributes are assessed
with lower values. On the other hand, the attributes may have a higher value (note
the input values are interval values), and the end assessment may indeed be excellent.

2. Coal technology is assessed as unsuitable. The worst value is acquired from the fact
that the Rationality is inappropriate because the Land use and pollution is unsuitable.

3. Oil technology is again assessed as unsuitable. Here the Rationality is unsuitable and
also the evaluation of Uncertainties is an interval from very high to low. Even though
the input values here are intervals, the aggregation functions in the end produce a
crisp end result.

4. Gas technology has an interval evaluation, from weak to good. Even though the
Rationality is assessed as high, and also Feasibility is high, the main factor for lower
evaluation is the value for Uncertainties � these are assessed as an interval value
from very high to medium.

5. Nuclear technology was also assessed as an interval from weak to excellent. Again,
the Rationality and Feasibility is assessed to a perfect value, but the evaluation of
Uncertainties (interval from very high to low) results in a not perfect evaluation.

6. Biomass technology is assessed as a crisp value of unsuitable. Here, Rationality is
inappropriate (mainly due to the bad Economy and Land use and pollution) and the
Feasibility is evaluated as an interval from low to medium. On the positive side, the
Uncertainties are low.

7. Photovoltaic technology is assessed as unsuitable. The technology is assessed as
inappropriate to low in terms of Rationality (due to bad evaluation of Economy),
low in terms of Feasibility and very high in terms of Uncertainties.

8. Wind technology is also assessed as unsuitable. The Rationality is inappropriate
because of poor performance of Economy and Land use and pollution. Feasibility
and Uncertainties are both given the worst value, low and very high, respectively.
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From these results, we can indeed con�rm that hydro, gas and nuclear technologies are
all appropriate from the sustainability point of view for Slovenia. Coal, oil and biomass
energy sources su�er a bad evaluation mainly due to the bad evaluations of Rationality.
The renewable energy sources (photovoltaic and wind) were found to be limited in all three
factors for sustainability assessment (Rationality, Feasibility and Uncertainties).

9.5.2 Results for Technology Mixtures

The second stage are the evaluations of technology mixtures M0 -M6 with model M . The
evaluations of technology mixtures are presented graphically in Figure 9.3. Each bar of the
�gure corresponds to a particular technology mixture. The height of a speci�c color's bar is
the respective probability for that value. The colors are arranged from worst according to
the preference over values of DTechnology mixture. The red colored bars represent the worst
values (unsuitable) and the green colored bars represent the relative probabilities of the
best values (excellent).
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Figure 9.3: The evaluations of the technology mixtures. Each bar corresponds to a tech-
nology mixture. On the left-hand side is the probability axis. The height of each color for
a technology mixture denotes the probability of the particular value.

The �gure shows that technology mixtures M0, M1, M3 and M4 all received an un-
suitable evaluation. In all cases the values for Reasonability and values for Long-term
appropriateness were unreasonable and low, respectively. Except in the case of M3, where
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the evaluation of Long-term appropriateness was distributed among low with probability
0.19 and high with probability 0.81 � the value distribution was {low/0.19, high/0.81}.
However, the higher probability in the evaluation of Long-term appropriateness did not
result in the higher evaluation of M3.

The technology mixtures M2, M5 and M6 evaluated to distributed values, displayed
in the respective rows of the second column of Table 9.8. These technology mixtures all
have distributed values for evaluations of Reasonability and Long-term appropriateness. In
the table, we also give the values needed for computing the stochastic dominance. The
probabilities for all w ∈ DTechnology mixture, P [E ≥ w] are given in columns 3 through 7.
The probabilities are computed according to Equation (4.22). From the equations, we
see that technology mixture M2 stochastically dominates all other technology mixtures
� for every other technology mixture MX it holds P [M2 ≥ w] ≥ P [MX ≥ w], for all
w ∈ DTechnology mixture and P [M2 ≥ excellent] > P [MX > excellent]. Similarly it can be
shown that M6 stochastically dominates all technology mixtures, except M2, and also that
technology mixture M5 stochastically dominates all mixtures, except M2 and M6. Fur-
thermore, the technology mixtures M0, M1, M3 and M4 are stochastically incomparable.

9.5.3 Simulation Results

The third stage is the running of the simulation model S. We used the initial state
as previously de�ned technology mixture M0. We considered the following six events:
TE�5, JEK1, JEK2, HESM, HESL and GAS. The simulation constructs one alternative
(technology mixture) for each year and scenario pair. Since the evaluation years are 2013�
2050 and there are 26 = 64 scenarios, there are 2432 technology mixtures. Considering all
technology mixtures, their sum of number of relational alternatives is 10080.

The running of the simulation takes about 25 seconds on a fairly modern computer. The
simulation produces raw output of all input values and aggregated values for all relational
alternatives and main alternatives. Additionally, the procedure uses the createWebPage
function, provided by DEXx library, to produce a web page. The web page graphically
shows the evaluation results, input values and generated relational alternatives. We devel-
oped a Decision Support System (DSS), for condensed analysis and overview of di�erent
scenarios. The DSS is presented in the following Section 9.6.

9.6 Decision Support System

We developed a Decision Support System (DSS) for analysis of di�erent scenarios through
time, using the simulation model S. During the running of the simulation model, the
procedure outputs raw �les, which are later consumed by a web page. The DSS is publicly
available to general public (B. Konti¢ et al., 2014a). The DSS page enables the users to
select the events that may happen (de�ning a scenario), and the evaluation results are
dynamically updated according to selected events. With this we enabled the users to
see, how the sustainability assessment of electric energy production technologies changes
through time. Additionally, we also plot a chart showing the scenario's energy production
through time, and the forecasted energy consumption.

Figure 9.4 presents the DSS web page. On the top, DSS gives the user an option to select
the events that will occur. Following are three charts that are updated dynamically, based
on the selected events. They show time-series data for di�erent measures. The �rst chart
plots the requirements for the energy (Base needs and Additional needs, in blue and green,
respectively) and the actual Energy produced (with yellow color) by the technology mixture
in a respective year. The second chart displays a time-series of evaluation distributions
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through years 2013�2050. In red, the probability of unsuitable is displayed. Similarly,
probabilities for weak, suitable, good and excellent are displayed in orange, yellow, blue
and green color, respectively. The third chart shows the expected value of the distribution
displayed in the second chart, through years 2013 to 2050. Concretely, the �gure shows
the charts when events TE�5, JEK2, HESM, HESL and GAS will occur.

9.7 Concluding Remarks

The purpose of the study was to develop a model, which makes transparent and repro-
ducible identi�cation of reliable, rational, and environmentally sound electric energy pro-
duction technologies in Slovenia by 2050 (B. Konti¢, Bohanec, Trdin, et al., 2014; B. Konti¢
et al., 2014b; Bohanec et al., 2015a, 2015b; B. Konti¢ et al., 2016). The model was par-
tially developed in DEXi (Bohanec, 2015b), and �nalized in the DEXx framework. The
purpose of the use-case was to show the development and evaluation of the study using
DEXx framework � using native hierarchies, relational aggregation functions and numeric
attributes. Since the model was entirely developed in the framework of this study, there
were no previous results, to compare the computed results with.

• The sustainability assessment of energy options model can be natively implemented in
DEXx framework. However, since DEXx does not provide any means for simulations,
the simulation model cannot be natively implemented � the library, however, does
provide the ability to use it in a simulation environment.

• Since the model for sustainability assessment of energy options uses hierarchies, nu-
meric attributes and relational alternatives, the implementation of the model would
not be natively possible without DEXx.

• The model was initially developed in DEXx, so the �nal evaluation results of the ini-
tial study are not available for comparison. However, the correctness of the evaluation
procedure and computed results were carefully veri�ed and tested by experts. Some
selected alternatives were evaluated by hand and with the DEXx implementation of
the model, and yielded identical results.

• There was no previous study with which we could compare the evaluation time. How-
ever, the time of 25 seconds for running the whole simulation procedure is acceptable,
considering the size of the model and input size.

In contrast with the previous two use-cases (presented in Chapters 7 and 8), which
revisit previous projects, the model developed in this chapter is novel � it was developed
with DEXx from the beginning. Methodologically, it employs all extensions of DEXx
(full hierarchies, numeric attributes, probabilistic distributions and relational models), and
thus would have been impossible to implement without DEXx. Furthermore, from the
applicative viewpoint, this model solves a di�cult strategic planning problem in a unique
way, and contributes to electric energy production management in Slovenia (B. Konti¢
et al., 2016) � through the developed online DSS (B. Konti¢ et al., 2014a). The DSS gives
the experts and the general public the ability to see the outcomes of di�erent management
decisions instantly, in a graphic form.

As a follow-up to the project described in this chapter, several publications were pub-
lished in di�erent conferences (B. Konti¢, Bohanec, Trdin, et al., 2014; B. Konti¢ et al.,
2014b; Bohanec et al., 2015a, 2015b) and a journal (B. Konti¢ et al., 2016). Further, three
books were published as a work report (B. Konti¢, D. Konti¢, Zagorc, Matko, et al., 2014)
and an additional brochure available to general public (D. Konti¢ et al., 2014).
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Chapter 10

Model for Water Flows in

Agriculture

This short chapter on modeling water �ows in agriculture presents the usage of the DEXx
library implementation in a large international industrially-funded project called EVADIFF
(Kuzmanovski, 2012; Kuzmanovski et al., 2015; Debeljak et al., 2015). The project is
funded by Arvalis (Institut technique au service des agriculteurs et des �lières) from France.
The particular use-case does not use any extensions to DEX method, presented in this
thesis, however, it actively uses the developed implementation of the DEXx library in
order to evaluate the developed models in an online application. The online application
was developed by authors Debeljak et al. (2015), using Node.js for graphical user interface,
and the back-end of the application is constructed with Apache Storm � a framework for
distributed processing of very large data sets. The application is developed to be deployed
on multiple processing instances, in order to support fast data processing � concurrent
processing of queries from di�erent users of the system.

The methodology for modeling water �ows in agriculture consists of two components:
data mining components for prediction of various agricultural indicators for water �ow
management in �elds (Kuzmanovski et al., 2015; Debeljak et al., 2015), and a decision
support system (DSS ) used for recommending di�erent actions during management of
an agricultural �eld. Four di�erent water �ows from an agricultural �eld are considered:
drainage, in�ltration, rapid in�ltration and run-o� by saturation. The actions which the
DSS proposes include recommendation of planting di�erent crops on a �eld and recom-
mendations on using di�erent herbicides. Recommendations are based on the inputs from
the data mining component and the previous states of the particular �eld (supplied by the
user). The decision support component consists of 28 models, developed with DEXi and
translated to DEXx, for incorporation in the Apache Storm framework.

The decision support system is implemented as an online application for Aravlis's inter-
nal use. The data mining models are run monthly on fresh data from various meteorological
sources. These runs are coordinated by di�erent triggers placed in the Apache Storm ap-
plication. For more information on the data mining component, see (Kuzmanovski et al.,
2015).

For computing recommendations for some agricultural �eld, the user inputs the state of
his/her �eld � information about the location, watering, crop management, soil and �eld
condition, and possible pesticide applications. The decision support system then creates a
work-�ow of needed queries to the data mining models and evaluations of DEXx models
with the provided inputs. The work-�ow is described as a topology of jobs (in shape
of a directed acyclic graph), consumed by the Apache Storm framework. The jobs are
executed on processing nodes, on which the application is deployed. The outputs of jobs
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produce recommendations for the selected input values � which pesticides may be used and
the dosage recommended, and which crops may be planted on the particular input �eld.
The DEXx library is actively used in the implementation of the model evaluation jobs,
because each evaluation of a DEXx model consists of evaluating the input values against
the respective model. The evaluation jobs are implemented as Apache Storm processing
nodes.

Figure 10.1 shows the main entry window for the online application. Here the user may
input information about the location, watering, crop management, soil and �eld conditions,
and possible pesticide applications. By clicking the Start button on the lower left, a work-
�ow of jobs is deployed for the processing. Figure 10.2 shows one of the possible reports
� Mitigation Report. On the left, various recommendations are given, and on the right
di�erent water �ows from the given �eld are assessed.

Figure 10.1: The main window of the application developed in the course of EVADIFF
project. Here, the user may input information about the location of the �eld, watering,
crop management, soil and �eld conditions, and pesticide application. The analysis is
started by the Start button.

10.1 Concluding Remarks

The purpose of this use-case was to show an advanced application, where the implementa-
tion of DEXx is actively used, even though the use-case does not use any of the presented
extensions.
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Figure 10.2: The evaluation report is presented to the user, after the running of the jobs.
On the left, some general recommendations about the �eld are given, and on the right,
di�erent ways of water �ows from the particular �eld are assessed.

The use-case is assessed with the criteria presented in the methodological part of the
introduction, as follows:

• The implementation of the water �ows in agriculture model is natively possible using
DEXx framework, since DEXx also supports all functionalities provided by DEX.

• Native implementation of the model is also possible, without any of the presented
extensions. However, the library implementation of DEXx provides better means to
incorporate alternative evaluations into native Java programs. There is an additional
tool called DEXiEval (Bohanec, 2015b), which must be run from the terminal, and
is hence non-native.

• There are no previous results to compare them with the results acquired with the
DEXx implementation.

• There are no previous evaluation time results to compare them with the times ac-
quired with the DEXx implementation.

The implementation of the model was, from the initial point of development, meant
for usage in a complex environment, where fast data processing must be carried out (using
Apache Storm), to serve multiple users at once. Here, DEXx library is crucial to the
system, since all DEXx model evaluations are carried out with the developed library �
the library is integrated into the system so that each model evaluation is represented as
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a processing job. DEXx library has a large impact on the whole system, since the library
allows for fast (concurrent) evaluation of models, and its memory footprint is minimal.

The developed online system (together with DEXx library) is actively used by the users
from Institut technique au service des agriculteurs et des �lières.
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Chapter 11

Conclusions

We conclude the dissertation with an overview of the work done, the implied results,
consequences, lessons learned, and limitations. Furthermore, we present the ideas for the
future work.

11.1 Summary

In this thesis, we introduced �ve extensions to DEX method: full hierarchies, numeric
attributes, general aggregation functions, value distributions, and relational alternatives
and models. All extensions were motivated by needs identi�ed when applying DEX in
complex real decision modeling tasks, and by increasing demands of the decision problems.
The extensions substantially increase the range of decision problems that can be addressed,
but they also require a number of changes and additions to the method.

Full hierarchies are now supported with di�erent means of handling hierarchical connec-
tions. In order to introduce numeric attributes, it was necessary to add a class of numeric
value scales, which in turn increased the number of primitive function types from one to
�ve. The general aggregation functions are subsequently covered with these �ve primitive
function types. The introduction of value distributions required a generalization of value
scales to extended domains (probabilistic distributions and fuzzy sets) and an extension
of the evaluation algorithm to use existing aggregation functions on value distributions.
The new ability to represent and evaluate relational alternatives required the introduction
of relational models, relational attributes and relational aggregation functions. All the
extensions are compatible with each other so that they can be used simultaneously in one
decision making scenario.

Considering the previous applications of DEX and the solutions found in some other
MCDA methods, the identi�ed extensions are not entirely new but are for the �rst time
systematically brought together and formalized in the DEX framework. Previously, appli-
cations were typically formulated and implemented in an ad-hoc manner, and tailored to a
particular application. However, they clearly indicated the need for extending the method
� therefore we took them as an inspiration to identify and formalize the extensions. Some
of the inspiring applications are: qualitative relational models introduced in the assessment
of public administration e-portals (Leben et al., 2006; Leben & Bohanec, 2004) (also see
Chapter 7), qualitative probabilistic distributions used in ecological domains (Bohanec et
al., 2009, 2008; Bohanec & �nidar²i£, 2008; �nidar²i£ et al., 2008), and numeric attributes
and relational models in the modeling and assessment of bank reputational risk (Bohanec
et al., 2013, 2014) (also see Chapter 8). In this thesis all three extensions were for the �rst
time used together in the evaluation of sustainable electrical energy production in Slovenia
(B. Konti¢, Bohanec, Trdin, et al., 2014; B. Konti¢ et al., 2016) (also see Chapter 9).
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Method DEX and the extensions were joined into a uni�ed method, called DEXx. Dur-
ing the course of the dissertation we implemented the implementation for DEXx, which
facilitates the DM in using the extensions in decision making problems. The library im-
plementation additionally supports several utilities for the DMs, for further viewing and
analysis of the developed models and identi�ed alternatives � outside the scope of the
DEXx framework.

Finally, we used the DEXx implementation in four use-cases. Two of the use-cases were
revisited projects (evaluation of public e-portals and bank reputational risk assessment),
which were previously implemented in an ad-hoc manner, and required some degree of
user intervention during evaluation. The use-cases for sustainability assessment of electric
energy production technologies in Slovenia and decision support system for water �ows in
agriculture were implemented in DEXx from the beginning. Three of the four use-cases
use the implementation of DEXx, and additionally require at least one of the identi�ed
extensions. The fourth, decision support system for water �ows in agriculture, relies on
the implementation of DEXx, however it does not require any of the extensions.

11.2 Contributions

The �rst and main contribution of this dissertation is the formalization of the already
established qualitative multi-criteria modeling method DEX and formalization of �ve ex-
tensions to DEX. Based on identi�ed practical needs in complex decision situations, we
included the following extensions to DEX in DEXx:

• Support for full hierarchies.

• Inclusion of numeric attributes.

• Aggregation of numeric and qualitative values with general aggregation functions.

• Evaluation and de�nition of alternatives with probabilistic and fuzzy value distribu-
tions.

• Evaluation of relational alternatives on relational models.

In order to support these concepts, a number of formal and algorithmic components
were added, speci�cally: numeric scale types, extended value domains, probabilistic and
fuzzy value distributions, numeric aggregation functions, �ve primitive function types and
relational attributes, relational aggregation functions, relational models and relational al-
ternatives. All these concepts greatly increase the �exibility and representational richness
of the method, enlarge the class of decision problems that can be addressed, and improve
the decision process by providing additional methods and tools to the decision maker.

The second contribution of this thesis is the design and implementation of a library
in Java, called DEXx, which supports the native DEX functionalities, together with all
�ve proposed extensions (see Chapter 6). Even more, the library not only implements the
proposed extensions, it also allows for concurrent usage of all extensions in unity, on a
single decision model.

The third contribution is construction, application and evaluation of four real-life de-
cision making models, using the implementation of DEXx. It is shown that construction
of such decision models is not natively possible without the implementation of extended
DEX. The four use-cases are:

• Evaluation of public e-portals (see Chapter 7).
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• Assessment of bank reputational risk (see Chapter 8).

• Sustainability assessment of electric energy production technologies in Slovenia (see
Chapter 9).

• modeling water �ows in agriculture (see Chapter 10).

Among these, the most extensive and di�cult is the sustainability assessment of electric
energy production technologies in Slovenia. The developed model employs all the devel-
oped methodological extensions and contributes to the strategic planning of electric energy
production in Slovenia. The model is operational through a decision support system, easily
accessible online and available to the general public.

11.3 Assessment of the Extensions

The proposed extensions provide new means for representing DM's knowledge and prefer-
ences, and facilitate solving a wider variety of decision problems:

Full hierarchies (see Section 4.1) enable the DM to consider one attribute (or criterion)
in multiple parts of the model. In this way, an attribute in�uences di�erent parts of
the model, and is hence included in multiple aggregation functions. Until now, the
same functionality was achieved with the so-called links in DEXi. This extension
now makes DEXx a native hierarchical methodology.

Numeric attributes and general aggregation functions (see Section 4.2) allow for a
more natural treatment of numeric quantities. Instead of being limited only to quali-
tative attributes, the DM can choose between the qualitative and quantitative repre-
sentations. This is illustrated on an example in Section 5.1, where numeric attributes
can be used for measurable numeric quantities (such as price), and qualitative at-
tributes can be used for binary choices, quality judgements and quality estimations
(for example apartment). Numeric attributes also solve a common problem in DEX:
mapping from numeric measurements to qualitative input values. To date, this had
to be done implicitly and manually by the DM, whereas DEXx method facilitates this
mapping with ease. In principle, the introduction of numeric attributes opens DEX
for the inclusion of other approaches of quantitative MCDA, such as pairwise prefer-
ence and weights elicitation of AHP (Saaty, 2008; Saaty & Vargas, 2012; Saaty, 2005)
and using the marginal utility functions of MAUT (Multi-attribute utility theory)
(Wang & Zionts, 2008).

For instance, in order to include the AHP method, DEXx can successfully simulate
its model structure and alternative evaluation. However, DEXx methodology was not
designed to acquire preferential knowledge about alternatives by pairwise comparison
as in AHP. While evaluating alternatives in AHP, all must be known in advance for
comparison, whereas in DEXx, only the currently evaluating alternative is needed to
produce the evaluation.

Value distributions (see Section 4.3) introduce capabilities that are well known and
proven in contexts such as expert systems, fuzzy control systems and uncertainty
and risk analysis. They allow an explicit formulation of �soft� (imprecise, uncertain
and even missing) knowledge and data. Speci�cally, we introduced two types of
value distributions: probabilistic, which are suitable for representing uncertainty,
and fuzzy, to represent vague concepts and values. The former resembles the use
of probabilities in MAUT (Wang & Zionts, 2008), whereas the latter is in line with
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the trend of extending MCDA methods with fuzzy sets (Baracskai & Dör�er, 2003;
Kahraman, 2008; Omero et al., 2005).

Even though the usage of value distributions in DEXx models decreases the com-
prehensibility of the models and increases the development time of such models, it
also increases the expressive power of the designed models. Such models can pro-
vide evaluations which are not possible to produce using DEXi. Such models can
sometimes easily discriminate between close alternatives (via stochastic dominance),
where pure qualitative model may not.

Models developed using value distributions will probably require additional input
from the original DM, when other users may want to understand it. We assume,
the aggregation functions de�ned using value distributions will not form complex
distributions in the edge cases of the inputs (whenever all inputs are best or worst
possible). The true power of value distributions becomes evident in the intermediate
parts of the functions, where value distributions can be used to distinguish close
input value situations.

Relational models (see Section 4.4) address decision problems in which alternatives are
composed of similar sub-components. In quantitative MCDM, such problems are
rarely mentioned because they can be relatively easily handled by common aggrega-
tion functions, such as the average or summation. In the qualitative world of DEX,
there are no such obvious functions � thus the need for the extension. The key con-
tribution of relational models is to allow the DM to granulate the decision problem
to a �ner level, explicitly considering parts of the whole.

On the negative side, the extensions increase the complexity of model development, by
the following facts:

• Previously in DEX, there was just one conceptual way to de�ne an attribute or an
aggregation function � now there are plenty from which the DM can choose. Even
though this increases the �exibility of the modeling, it also requires the mastering
and understanding of newly available tools. Particularly, the elicitation of attributes
and aggregation functions becomes more di�cult.

• Additional to dealing with new types of numeric attributes, the DM should also
control the interplay between qualitative and numeric attributes, for which there are
now �ve di�erent primitive forms instead of just one (see Section 4.2).

• Aggregation function de�nition complexity is increased, because of the new classes
of numerical functions, which have to be formulated by the DM in accordance with
his or her preferences.

• Evaluation of alternatives is more complex, since DEX was previously limited to
only qualitative values and their sets, and to evaluation of ��at� alternatives. DEXx
additionally produces a wide variety of other value types: integers, real numbers
and fuzzy or probabilistic value distributions. Further, the evaluation procedure
now considers evaluation of possible relational alternatives. This increases the DM's
cognitive load to interpret evaluation results.

• The increased complexity of the models and computed values may degrade the com-
prehensibility of the method and results for the DM. Consequently, at this stage
DEXx seems a more useful tool for a skilled decision analyst than for an ordinary
DM.
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• Analysis such as ±1 Analysis may be harder to perform with included value distri-
butions, and may not produce any results. This is because ±1 Analysis relies on the
fact that output values are always comparable, whereas this is not true using value
distributions, if we are employing stochastic dominance for comparing values. When
using stochastic dominance for comparison of value distributions, the result can be
unde�ned.

For the above reasons, the DMs need to gain additional skills to successfully use DEXx.
Speci�cally, the DMs need to successfully discriminate between concepts that should be
represented with numeric and qualitative attributes. Further, they need to gain experience
and master all �ve possible primitive aggregation functions types, and how to combine
them. To successfully use value distributions, they need to assess if the problem can be
modeled with probabilistic distributions or fuzzy sets, and �nally understand and interpret
the results provided by the evaluation procedure. DMs also need to learn on how to
recognize relational decision problems, and model them inside DEXx.

The true contributions of the proposed extensions will become evident with exten-
sive usage in real decision making scenarios, with di�erent DMs feedbacks. Even though
generally the modeling time with complex models in DEXx will be longer than with sim-
ilar models developed in DEXi, the expressive power will provide additional insights to
the model and alternatives, which subsequently means the best decision will be easier to
identify.

Further research is needed to assess both positive and negative e�ects, with the aim
of �nding the best trade-o� between the method's richness, �exibility, simplicity and com-
prehensibility.

11.4 Future Work

We are aware that retrieving knowledge from the DM, especially with methods of such
complexity, is a di�cult problem. In this thesis, we were not concerned with the di�culties
of knowledge acquisition; our primary goal was to open up the DEX method � in a
formalized methodological fashion, to make it more suitable for addressing a wide range
of real decision problems. We were interested in giving the DM the ability to specify
his/her preference as �exibly as possible. We are aware that more research and practice
is needed to fully assess the strengths and weaknesses of DEXx method and to identify
potential di�culties associated with preference elicitation. In further research, we will
attempt to �nd a suitable balance between the �exibility, simplicity and comprehensibility
of the method, which may even require narrowing down its current broadness.

In the future, we aim to implement an interactive computer program that will fully
support DEXx method in a way that is similar to the way the current program DEXi
supports DEX. We would also like to include more dynamic aspects to the function ma-
nipulation, while attribute values are deleted and added. Furthermore, we will implement
function manipulation while attributes are added and deleted to the respective aggregated
attribute. Also, we would like to implement option analysis for the developed decision
models and alternatives, such as, ±1 Analysis and displaying alternative evaluations with
charts.
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