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Decision tree induction Attribute-value data g
target
. § variable
Given ./fﬁ'b“tes\ I
e Attribute-value data with nominal target variable Person Age [ Astigmatic | Tear_Rate| Lenses
examples P1 young Tmyope o normal | YES,
Induce P P2 young myope no reduced | No —— classes
o A decision tree and estimate its performance on new data £3 young 1 hyermetrops o} nomal | VES =
P4 young | hypermetrope | no | reduced | NO
P5 young myope yes normal | YES
- young myope Yes reduced | NO values of
. P7 young hypermetrope yes normal | YES the
P8 young | hypermetrope | yes reduced | NO (nominal)
. P9 |pre-presbyopic|  myope no normal | YES t t
P10 | pre-presbyopic|  myope no reduced | NO argel
P11 | pre-presbyopic | hypermetrope no normal | YES variable
P12 | pre-presbyopic | hypermetrope | no | reduced | NO
P13 | pre-presbyopic|  myope yes normal | YES
P14 | pre-presbyopic|  myope yes reduced | NO
P15 | pre-presbyopic | hypermetrope | yes normal | NO
P16 | pre-presbyopic | hypermetrope | yes reduced | NO
P17 | presbyopic myope no normal | NO
P18 | presbyopic myope no reduced | NO
P19 | presbyopic | hypermetrope no normal | YES
P20 | presbyopic | hypermetrope | no | reduced | NO
P21 | presbyopic myope yes normal | YES
P22 | presbyopic myope yes reduced | NO
i s B e P23 | presbyopic | hypermetrope | yes | nomal | NO 6
TECHHOLOGIES TECHHOLOGIES P24 | presbyopic | hypermetrope |  yes reduced | NO
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Decision tree induction (ID3)

Given:
Attribute-value data with nominal target variable
Divide the data into training set (S) and test set (T)

Induce a decision tree on training set S:

Compute the entropy E(S) of the set S
IFE(S) =0

The current set is “clean” and therefore a leaf in our tree
IFE(S) > 0

Compute the information gain of each attribute Gain(S, A)

The attribute A with the highest information gain becomes the root
Divide the set S into subsets S; according to the values of A
Repeat steps 1-7 on each Si

@NOUAWNE

Test the model on the test set T

Training and test set

Person Age Prescription | Astigmatic | Tear_Rate | Lenses
P young myope no normal | YES Put 30% of
P2 young myope no reduced | NO
P3 young hypermetrope no normal | YES examp les
P4 young hypermetrope no reduced | NO :
P5 young myope yes normal | YES Ina
P6 young myope yes reduced NO
P7 young hypermetrope | yes normal | YES separate
P8 young hypermetrope | yes reduced | NO test set
P9 | pre-presbyopic| ~ myope no normal | YES
P10 | pre-presbyopic myope no reduced NO
P11 | pre-presbyopic | hypermetrope no normal | YES
P12 | pre-presbyopic | hypermetrope. no reduced | NO
P13 | pre-presbyopic myope yes normal YES
P14 | pre-presbyopic myope yes reduced NO
P15 | pre-presbyopic | hypermetrope | yes normal NO
P16 | pre-presbyopic| hypermetrope | yes reduced | NO
P17 presbyopic myope no normal NO
P18 | presbyopic myope no reduced | NO
P19 | presbyopic | hypermetrope no normal | YES
P20 | presbyopic | hypermetrope no reduced | NO
P21 presbyopic myope yes normal YES
P22 | presbyopic myope yes reduced | NO
P23 | presbyopic | hypermetrope |  yes normal NO
P24 presbyopic | hypermetrope yes reduced NO

Test set

Person | Age | Prescription | Astigmatic | Tear_Rate| Lenses
P3 young hypermetrope no normal YES
P9 pre-presbyopic myope no normal YES
P12 | pre-presbyopic [ hypermetrope no reduced NO
P13 | pre-presbyopic myope yes normal YES
P15 | pre-presbyopic [ hypermetrope yes normal NO
P16 | pre-presbyopic [ hypermetrope yes reduced NO
P23 presbyopic | hypermetrope yes normal NO

Put these data away and do not look at them in the
training phase!
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Training set

Person Age Prescription [ Astigmatic | Tear_Rate| Lenses
P1 young myope no normal YES
P2 young myope no reduced NO
P4 young hypermetrope no reduced NO
P5 young myope yes normal YES
P6 young myope yes reduced NO
P7 young hypermetrope yes normal YES
P8 young hypermetrope yes reduced NO
P10 | pre-presbyopic myope no reduced NO
P11 | pre-presbyopic | hypermetrope no normal YES
P14 | pre-presbyopic myope yes reduced NO
P17 presbyopic myope no normal NO
P18 presbyopic myope no reduced NO
P19 presbyopic | hypermetrope no normal YES
P20 presbyopic hypermetrope no reduced NO
P21 presbyopic myope yes normal YES
P22 presbyopic myope yes reduced NO
P24 presbyopic [ hypermetrope yes reduced NO
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Decision tree induction (ID3)

Given:
Attribute-value data with nominal target variable
Divide the data into training set (S) and test set (T)

Induce a decision tree on training set S:
1. Compute the entropy E(S) of the set S
2. IFE(S)=0
The current set is “clean” and therefore a leaf in our tree
IF E(S) > 0
Compute the information gain of each attribute Gain(S, A)
The attribute A with the highest information gain becomes the root
Divide the set S into subsets S; according to the values of A
Repeat steps 1-7 on each Si

PNV AW

Test the model on the test set T

Information gain

number of examples in the subset S,

(probability of the branch)
setS attribute A

/
Gain(S,A)=E(S)— > M-E(Sv)

veValues(A) |S|

number of examples in set S
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Entropy

N
E(S)==Y p.log,p,
c=1
e Calculate the following entropies:

E (0,1) =

E(1/2,1/2) =

E(1/4,3/4) =

E(1/7,6/7) =

E(6/7,1/7) =

E (0.1, 0.9) =

E (0.001, 0.999) =

MO EOGE 3
TECHHOLDGIES

Entropy

N
E(S)==>Y p.log,p,
c=1
e Calculate the following entropies:
E(0,1)=0
E(1/2,1/2) =1
E (1/4, 3/4) = 0.81
E(1/7,6/7) = 0.59
E(6/7,1/7) = 0.59
E (0.1, 0.9) = 0.47
E (0.001, 0.999) = 0.01
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Entropy

N
E(S)==> p.log,p,
c=1

¢ Calculate the following entropies:
E(0,1)=0
E(1/2,1/2) =1
E(1/4, 3/4) = 0.81

E (1/7,6/7) = 0.59 ) —
E(6/7,1/7) = 0.59 i .
E (0.1, 0.9) = 0.47 a2

E (0.001, 0.999) = 0.01 |

Entropy

N
E(S)==> p.log,p,
c=1

e Calculate the following entropies:
E(0,1)=0
E(1/2,1/2) =1
E(1/4, 3/4) = 0.81

E (1/7,6/7) = 0.59 wl— -
E(6/7,1/7) = 0.59 o .
E (0.1, 0.9) = 0.47 s :
E (0.001,0.999) = 0.01 |=

Entropy and information gain

probability of | probabilty of
class 1 class 2 entrof = 1.00
= . b E,(p“.pz’ 0.90 ottt

Py P2 =1-py P1710gz(p1) - P2"10Gx(P) 080 < *~

0 1 0.00 or0 4 ~
0.05 095 029 5060 A N
0.10 090 047 § oL \
0.15 085 061 Ry 4 A
0.20 0.80 0.72 030 14 \
0.25 075 0.81 o020 11 X
030 0.70 0.88 0101l \
035 065 093 000
0.40 0.60 097 0o 02 o4 06 08 1
045 055 099 distribution of probabilities
050 050 1.00
055 045 099
0.60 040 097 number of examples in the subset
065 035 093 grobability of the "branch"
0.70 030 088 attribut A
075 025 0.81
0.80 0.20 0.72 Gain(S,4) = E E(S,)
0.85 0.15 061
0.90 0.10 047 /
095 005 029 sef's

1 0 0.00 number of examples in set $
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Decision tree induction (ID3)

Given:
Attribute-value data with nominal target variable
Divide the data into training set (S) and test set (T)

Induce a decision tree on training set S:

Compute the entropy E(S) of the set S

IFE(S)=0
The current set is “clean” and therefore a leaf in our tree

IF E(S) > 0
Compute the information gain of each attribute Gain(S, A)
The attribute A with the highest information gain becomes the root
Divide the set S into subsets S; according to the values of A
Repeat steps 1-7 on each Si

PNOUAWNH

Test the model on the test set T
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Decision tree
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Confusion matrix

predicted
Predicted Predicted
_ positive negative
2 | Actual positive TP FN
® Actual negative FP N

e Confusion matrix is a matrix showing actual and predicted
classifications
¢ Classification measures can be calculated from it:
- Classification accuracy = (TP+TN) / (TP + TN + FP + FN)
- Precision = TP / (TP + FP)
- Recall = TP/ (TP + FN)
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Evaluating decision tree accuracy
Person | Age Prescription | Astigmatic | Tear Rate| Lenses
P3 young hypermetrope no normal YES
P9 pre-presbyopic] myope no normal YES
P12 pre-presbyopic| hypermetrope no reduced NO
P13 pre-presbyopic| myope yes normal YES
P15 pre-presbyopic| hypermetrope yes normal NO
P16 pre-presbyopic] hypermetrope yes reduced NO
P23 presbyopic hypermetrope yes normal NO

\ Ca = (3+2) (3+2+2+0) = 71%

Predicted | Predicted
positive | negative

Actual TP=3 FN=0

positive

Actual FP=2 TN=2
TECHNOLOGIES negative

Predicting with Naive Bayes

Given
e Attribute-value data with nominal target variable
Induce

e Build a Naive Bayes classifier and estimate its
performance on new data
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Naive Bayes classifier

P(c|ay,dy,a,) = PO | Plcla) .n’ZZZ”e”SEZE’QeZ?Z‘fi?.EDiS
— P(c) given the class.
Will the spider catch these two ants?
e Color = white, Time = night
e Color = black, Size = large, Time = day
Color | Size | Time || Caught
black | large | day YES
white | small | night YES
black | small | day YES
red large | night NO
black | large | night NO
white | large | night NO
23

Naive Bayes classifier -example

Color | Size | Time | Caught

black | large | day YES w1 = “Color = white”
white | small | night YES o = “Time = night”
black | small | day YES o =YES

red large | night NO
black | large | night NO
white | large | night NO

o = NO

plerfvi ) =
p(Caught = Y ES|Color = white, Time = night) =
p(Caught = YES|Color = white) _p(Caught = Y ES|Time = night) _

(Caught = YES) + : ”
plEaugly / P(Caught = YES) p(Caught = YES)
1 I
2" 1
KNOWLEDGE 24
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; - . 5-FoLD CROSS-VALIDATION:
1. The sample set is partitioned into K subsets ("folds") of about
equal size 147 poLD:
2. A single subset is retained as the validation data for testing the o
model (this subset is called the "testset"), and the remaining K - 1 festset frainset
subsets together are used as training data ("trainset"). 28D FOLD:
3. A model is trained on the trainset and its performance (accuracy — -
or other performance measure) is evaluated on the testset ks testset rrainset
4. Model training and evaluation is repeated K times, with each of 3-r0 FOLD:
the K subsets used exactly once as the testset. rainset ottt olnset
5. The average of all the accuracy estimations obtained after each
iteration is the resulting accuracy estimation. 4-TH FoLD:
rrainset tasisel trainset
§-TH FoLD!
trainset testset
KNOWLEDGE 25 KNOWLEDGE 26
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Discussion

1. How much is the information gain for the “attribute” Person? How
would it perform on the test set?

2. How do we compute entropy for a target variable that has three
values? Lenses = {hard=4, soft=5, none=13}

3. What would be the classification accuracy of our decision tree if
we pruned it at the node Astigmatic?

4. What are the stopping criteria for building a decision tree?

5. Why do we prune decision trees?

6. How would you compute the information gain for a numeric
attribute?

7. Compare naive Bayes and decision trees (similarities and
differences) .

8. Can KNN be used for classification tasks?

9. Compare KNN and Naive Bayes.

10. Compare cross validation and testing on a separate test set.

11. List 3 numeric prediction methods.

12. What is discretization.
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