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1 Introduction

Public debates on social media platforms are often heated and polarised [1,3]. Back in

the 90s, Mike Godwin coined a theorem, today known as Godwin’s law, stating that “As

an online discussion grows longer, the probability of a comparison involving Nazis or

Hitler approaches to one”. More recently, with the advent of social media, an increas-

ing number of people is reporting exposure to online hate speech [8], leading institu-

tions and online platforms to investigate possible solutions and countermeasures [4].

To prevent and counter the spread of hate speech online, for example, the European

Commission agreed with Facebook, Microsoft, Twitter, YouTube, Instagram, Snapchat,

Dailymotion, Jeuxvideo.com, and TikTok a “Code of conduct on countering illegal hate

speech online”. In general, the detection and contrast of hate speech is complicated

since there are still ambiguities in the very definition of it, with academic and relevant

stakeholders providing their own interpretation [8], including social media companies

such as Facebook, Twitter, and YouTube. Here we intend hate speech as episodes in
which a speaker/user threatens, indulges, desires, or calls for physical violence against
a target (e.g., minorities) or calls, denies or glorifies war crimes and crimes against
humanity. In other words, the notion of hate speech that we employ involves calls for

violence against a target, in agreement with the literature and the regulators [8]. Fur-

thermore, we look at inappropriate (e.g. profanity) and offensive language (e.g. dehu-

manisation, offensive remarks), which is not illegal, but deteriorates public discourse

and can lead to a more radicalised society.

2 Results

We analyse a corpus of more than one million comments on Italian YouTube videos

related to COVID-19 to unveil the dynamics and trends of online hate. First, we manu-

ally annotate a large corpus of YouTube comments for hate speech and fine-tune a hate

speech deep learning model to accurately detect it. Then, we apply the model to the en-

tire corpus, aiming to characterise the behaviour of users producing hate, and shed light

on the (possible) relationship between the consumption of misinformation and usage of

hate and toxic language. While there is a large body of literature about community-level



hate speech [5], less is known about the behavioural features of users using hate speech

on mainstream social media platforms, with few recent exceptions for Twitter [7] and

Gab [6]. We distinguish YouTube channels into two categories: questionable, i.e., chan-

nels likely to disseminate misinformation, and reliable. This categorisation is in line

with previous studies on the spreading of misinformation [2], and builds on a list of

misinformation sources provided by the Italian Communications Regulatory Authority

(AGCOM). Furthermore, to our knowledge, the relationship between online hate and

misinformation is yet to be explored. Our results show that hate speech on YouTube

is slightly more present than on other social media platforms [9] and that there are no

significant differences between the proportions of hate speech detected in comments

on videos from questionable and reliable channels (see Figure 1a in which we report

proportion of comment types for the whole dataset that is consistent with the cases

of questionable and reliable channels taken singularly). Interestingly, we do not find

evidence of “pure haters”, intended as active users posting exclusively hateful com-

ments (see Figure 1b). Still, we note that users skewed towards reliable channels use

on average a more toxic language –i.e. inappropriate, offensive, or violent– than their

counterpart (see Figure 1c). Finally, we find that the overall toxicity of the discussion

increases with its length measured in terms of the number of comments (see Figure 1d).

In other words, online debates tend to degenerate towards increasingly toxic exchanges

of views, in line with Godwin’s law.
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Fig. 1. Panel a: Proportion of the four hate speech labels, as provided by the machine learning

model, in the whole dataset. Panel b: Users balance between different comment types, brighter

dots indicate a higher density of users. Comments labelled as inappropriate (I) are eliminated.

Each dot is mapped into the triangle using barycentric coordinates, and the more a user is close to

a vertex of the triangle the more her/his commenting activity is based on that type of comments.

Panel c: distribution of non-appropriate comments for users displaying a remarkable tendency to

comment under videos posted by questionable (l j ∈[0.75,1)) and reliable (l j ∈(0,0.25]) channels.

The user leaning l j is the share of comments posted by user j under videos produced by question-

able channels. Users skewed towards reliable channels post, on average, a higher proportion of

non-appropriate comments (∼ 23%) than users skewed towards questionable channels (∼ 17%).

Panel d: Linear regression model for toxicity level of conversation versus number of comments

(grouped in logarithmic bins). The toxicity level of a discussion is the average of the toxicity

values over all the comments of the discussion after assigning to each comment a toxicity value

going from one (Appropriate) to four (Violent).
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