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Abstract

This document provides a supplementary material for the manuscript entitled Habitat modelling with single-
and multi-target trees and ensembles.
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1. Performance measures for classification

What evaluation measure to use in the case of classification algorithms is not as clear as in the case of
regression. Sokolova and Lapalme (2009) conducted a systematic analysis of twenty four performance mea-
sures that can be used in a classification context. They conclude that evaluation measures for classification
algorithms should be chosen based on the application domain.

In our study, we used five evaluation measures for classification: accuracy, precision, recall, F-score,
the Matthews correlation coefficient and balanced accuracy (also known as Area Under the Curve). These
measures are calculated by using the confusion matrix resulting from the evaluation of each algorithm.
Since we are interested in correctly predicting both the presence and the absence of a given species, we
aggregate the values from the confusion matrix. We use two averaging approaches to adapt these measures
for multi-class problems: micro and macro averaging.

The micro averaging approach first combines the values for true positives (TPs), true negatives (TNs),
false positives (FPs) and false negatives (FNs) for each of the classes from the target attribute into global
values for TPs, TNs, FPs and FNs, and then calculates the respective performance measure. This approach
takes into consideration the frequency of the classes, i.e., the more frequent classes have stronger influence on
the performance value. The macro averaging approach, on the other hand, first calculates the performance
measures for each class from the target attribute, and then averages them into a single value. This means
that all classes (regardless of their frequency) influence the overall score equally. In other words, two classes
with frequency of 95% and 5%, respectively, will equally contribute to the performance measure. Considering
the above, and the fact that the balanced accuracy can capture the performance of a method over all classes,
we present here the results in terms of micro balanced accuracy, but similar conclusions hold for the other
measures (for which the results are given in the Supplementary material).
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Table 1: Abbreviations used in the performance measures and their meaning.

Abbreviation Meaning
ci class value
T number of classes
TPi true positives for class ci
FPi false positives for class ci
FNi false negatives for class ci
TNi true negatives for class ci
Pi precision for class ci
Ri recall for class ci
F F-score

MCC Matthews Correlation Coefficient
BACC Balanced Accuracy

Table 2: Evaluation measures - general definitions.

Measure Formula

Precision P = TP
TP+FP

Recall R = TP
TP+FN

F-score F = 2 · P ·R
P+R

MCC MCC = TP ·TN−FP ·FN√
(TP+FP )·(TP+FN)·(TN+FP )·(TN+FN)

BACC BACC = sensitivity+specificity
2 = 1

2 ·
(

TP
TP+FN + TN

TN+FP

)

Table 3: Micro averaged evaluation measures.

Measure Formula

µPrecision
∑T
i TPi∑T

i TPi+
∑T
i FPi

µRecall
∑T
i TPi∑T

i TPi+
∑T
i FNi

µF-score 2 · Pµi ·Rµi
Pµi +Rµi

µMCC
∑T
i TPi·

∑T
i TNi−

∑T
i FPi·

∑T
i FNi√

(
∑T
i TPi+

∑T
i FPi)·(

∑T
i TPi+

∑T
i FNi)·(

∑T
i TNi+

∑T
i FPi)·(

∑T
i TNi+

∑T
i FNi)

µBACC 1
2 ·
( ∑T

i TPi∑T
i TPi+

∑T
i FNi

+
∑T
i TNi∑T

i TNi+
∑T
i FPi

)

Table 4: Macro averaged evaluation measures.

Measure Formula

MPrecision
∑T

i Pi

MRecall
∑T

i Ri

MF-score
∑T

i Fi

MMCC
∑T

i MCCi

MBACC
∑T

i BACCi

3



2. Statistical significance tests

We adopt the recommendations by Demšar (2006) for the statistical evaluation of the results. We use
the non-parametric Friedman test (Friedman, 1940) for statistical significance with the correction from Iman
and Davenport (1980). Afterwards, to check where the statistically significant differences appear (between
which methods), we use the Nemenyi post-hoc test (Nemenyi, 1963).

The Friedman test is a non-parametric test for multiple hypotheses testing. It ranks the algorithms
according to their performance for each dataset separately, thus the best performing algorithm gets the rank
of 1, second best the rank of 2. . . , and so on: In the case of ties it assigns average ranks. Then, the Friedman
test compares the average ranks of the algorithms and calculates the Friedman statistic χ2

F , distributed
according to the χ2

F distribution with k − 1 degrees of freedom (k being the number of algorithms). Iman
and Davenport (1980) show that the Friedman statistic is undesirably conservative and derive a corrected
F -statistic that is distributed according to the F -distribution with k − 1 and (k − 1) · (N − 1) degrees of
freedom (k being the number of algorithms and N being the number of datasets).

If there is a statistically significant difference in performance, we can proceed with a post hoc test. The
Nemenyi test is used to compare all the classifiers to each other. In this procedure, the performance of two
classifiers is significantly different if their average ranks differ more than some critical distance. The critical
distance depends on the number of algorithms, number of datasets and critical value (for a given significance
level) that is based on the Studentized range statistic and can be found in statistical textbooks.

3. Complete results for predicting species’ abundance

In this section, we present the complete results for the datasets that contain information about species
abundance. First, we give the detailed results containing the quantitative performance of the methods used
in the data analysis. We then present the average rank diagrams summarizing the statistical evaluation of
the performance of the methods on each of the dataset separately, for all evaluation measures. We next
present such results for all of the datasets considered together. Finally, we show the variable importance
for the descriptive attributes, obtained by using feature ranking via random forests of predictive clustering
trees. A detailed description of the procedures used to obtain these results and explanations for all the
abbreviations used can be found in the main manuscript.

3.1. Predictive performance of the methods on the multi-target regression tasks

3.1.1. Results for the RRMSE measure
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Table 5: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll dataset, evaluated by using
RRMSE as evaluation measure. We give the performance on the training set (Train) and the performance on unseen data
estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 5: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll dataset, evaluated by
using RRMSE as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 6: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10 dataset, evaluated by
using RRMSE as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 7: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality dataset, evaluated by
using RRMSE as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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3.1.2. Average rank diagrams for each dataset for the RRMSE measure
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(a) Train (b) Cross-validation

Figure 1: The average rank diagrams for the RRMSE evaluation measure on the dataset DiatomsAll.
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Figure 2: The average rank diagrams for the RRMSE evaluation measure on the dataset DiatomsTop10.
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Figure 3: The average rank diagrams for the RRMSE evaluation measure on the dataset WaterQuality.

3.1.3. Results for the RMSE measure
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Table 8: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll dataset, evaluated by using
RMSE as evaluation measure. We give the performance on the training set (Train) and the performance on unseen data
estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 8: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll dataset, evaluated by
using RMSE as evaluation measure. We give the performance on the training set (Train) and the performance on unseen data
estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 9: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10 dataset, evaluated by
using RMSE as evaluation measure. We give the performance on the training set (Train) and the performance on unseen data
estimated by 10-fold cross-validation (10-fold cross-validation).

Table 10: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality dataset, evaluated by
using RMSE as evaluation measure. We give the performance on the training set (Train) and the performance on unseen data
estimated by 10-fold cross-validation (10-fold cross-validation).
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3.1.4. Average rank diagrams for each dataset for the RMSE measure
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Figure 4: The average rank diagrams for the RMSE evaluation measure on the dataset DiatomsAll.
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Figure 5: The average rank diagrams for the RMSE evaluation measure on the dataset DiatomsTop10.
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Figure 6: The average rank diagrams for the RMSE evaluation measure on the dataset WaterQuality.

3.1.5. Results for the correlation coefficient measure
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Table 11: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll dataset, evaluated by using
correlation coefficient as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 11: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll dataset, evaluated by
using correlation coefficient as evaluation measure. We give the performance on the training set (Train) and the performance
on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 12: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10 dataset, evaluated by
using correlation coefficient as evaluation measure. We give the performance on the training set (Train) and the performance
on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 13: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality dataset, evaluated by
using correlation coefficient as evaluation measure. We give the performance on the training set (Train) and the performance
on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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3.1.6. Average rank diagrams for each dataset for the correlation coefficient measure
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Figure 7: The average rank diagrams for the correlation coefficient evaluation measure on the dataset DiatomsAll.
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Figure 8: The average rank diagrams for the correlation coefficient evaluation measure on the dataset DiatomsTop10.
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Figure 9: The average rank diagrams for the correlation coefficient evaluation measure on the dataset WaterQuality.
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3.2. Average rank diagrams for all multi-target regression tasks
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Figure 10: The average rank diagrams for the RRMSE evaluation measure for all datasets that contain information about
species abundance.
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Figure 11: The average rank diagrams for the correlation coefficient evaluation measure for all datasets that contain information
about species abundance.

6 5 4 3 2 1

RFDT

BagDT

BagPCT

RFPCTDT

PCT

Critical Distance = 0.648974

6 5 4 3 2 1

RFPCT

RFDT

BagPCT

PCTDT

BagDT

Critical Distance = 0.648974

(a) Train (b) Cross-validation

Figure 12: The average rank diagrams for the RMSE evaluation measure for all datasets that contain information about species
abundance.
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3.3. Variable importance for the multi-target regression tasks

Table 14: Variable importance for the datasets that contain information about species abundance, obtained by feature ranking
via random forests of multi-target trees.
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4. Complete results for predicting the presence/absense of species

In this section, we present the complete results for the datasets that contain information about species
presence/absence. First, we give the detailed results containing the quantitative performance of the methods
used in the data analysis. We then present the average rank diagrams summarizing the statistical evaluation
of the performance of the methods on each of the dataset separately, for all evaluation measures. We next
present such results for all of the datasets considered together. Finally, we show the variable importance
for the descriptive attributes, obtained by using feature ranking via random forests of predictive clustering
trees. A detailed description of the procedures used to obtain these results and explanations for all the
abbreviations used can be found in the main manuscript.

4.1. Predictive performance of the methods on the multi-target classification tasks

4.1.1. Results for the micro balanced accuracy measure
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Table 15: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated by
using micro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the performance
on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 15: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using micro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the
performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 16: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using micro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the
performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 17: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated by
using micro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the performance
on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 18: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated by
using micro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the performance
on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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4.1.2. Average rank diagrams for each dataset for the micro balanced accuracy measure
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Figure 13: The average rank diagrams for the micro balanced accuracy evaluation measure on the dataset DiatomsAll-nom.

6 5 4 3 2 1

RFDT

BagDT

RFPCT

BagPCTDT

PCT

Critical Distance = 2.38448

6 5 4 3 2 1

BagPCT

RFPCT

RFDT

BagDTPCT

DT

Critical Distance = 2.38448

(a) Train (b) Cross-validation

Figure 14: The average rank diagrams for the micro balanced accuracy evaluation measure on the dataset DiatomsTop10-nom.
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Figure 15: The average rank diagrams for the micro balanced accuracy evaluation measure on the dataset SoilQuality-nom.
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Figure 16: The average rank diagrams for the micro averaged balanced accuracy evaluation measure on the dataset
WaterQuality-nom.

4.1.3. Results for the micro precision measure
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Table 19: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using micro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 19: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using micro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 20: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using micro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 21: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated
by using micro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 22: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated
by using micro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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4.1.4. Average rank diagrams for each dataset for the micro precision measure
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Figure 17: The average rank diagrams for the micro precision evaluation measure on the dataset DiatomsAll-nom.
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Figure 18: The average rank diagrams for the micro precision evaluation measure on the dataset DiatomsTop10-nom.
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Figure 19: The average rank diagrams for the micro precision evaluation measure on the dataset SoilQuality-nom.
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Figure 20: The average rank diagrams for the micro precision evaluation measure on the dataset WaterQuality-nom.

4.1.5. Results for the micro recall measure
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Table 23: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated by
using micro recall as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 23: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using micro recall as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 24: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using micro recall as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 25: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated
by using micro recall as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 26: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated by
using micro recall as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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4.1.6. Average rank diagrams for each dataset for the micro recall measure
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Figure 21: The average rank diagrams for the micro recall evaluation measure on the dataset DiatomsAll-nom.
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Figure 22: The average rank diagrams for the micro recall evaluation measure on the dataset DiatomsTop10-nom.
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Figure 23: The average rank diagrams for the micro recall evaluation measure on the dataset SoilQuality-nom.
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Figure 24: The average rank diagrams for the micro recall evaluation measure on the dataset WaterQuality-nom.

4.1.7. Results for the micro F measure
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Table 27: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using micro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 27: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using micro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 28: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using micro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 29: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated
by using micro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 30: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated
by using micro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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4.1.8. Average rank diagrams for each dataset for the micro F measure
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Figure 25: The average rank diagrams for the micro F measure evaluation measure on the dataset DiatomsAll-nom.
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Figure 26: The average rank diagrams for the micro F measure evaluation measure on the dataset DiatomsTop10-nom.
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Figure 27: The average rank diagrams for the micro F measure evaluation measure on the dataset SoilQuality-nom.

6 5 4 3 2 1

BagDT

RFDT

BagPCTRFPCT

DT

PCT

Critical Distance = 2.01525

6 5 4 3 2 1

RFPCT

RFDT

BagPCT

BagDTDT

PCT

Critical Distance = 2.01525

(a) Train (b) Cross-validation

Figure 28: The average rank diagrams for the micro F measure evaluation measure on the dataset WaterQuality-nom.

4.1.9. Results for the micro Matthews correlation coefficient measure
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Table 31: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated by
using micro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train) and
the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 31: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using micro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train)
and the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 32: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using micro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train)
and the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 33: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated
by using micro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train)
and the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 34: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated by
using micro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train) and
the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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4.1.10. Average rank diagrams for each dataset for the micro Matthews correlation coefficient measure
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Figure 29: The average rank diagrams for the micro Matthews correlation coefficient evaluation measure on the dataset
DiatomsAll-nom.
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Figure 30: The average rank diagrams for the micro Matthews correlation coefficient evaluation measure on the dataset
DiatomsTop10-nom.
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Figure 31: The average rank diagrams for the micro Matthews correlation coefficient evaluation measure on the dataset
SoilQuality-nom.
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Figure 32: The average rank diagrams for the micro Matthews correlation coefficient evaluation measure on the dataset
WaterQuality-nom.

4.1.11. Results for the macro balanced accuracy measure
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Table 35: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated by
using macro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the performance
on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 35: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using macro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the
performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 36: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using macro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the
performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 37: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated by
using macro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the performance
on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 38: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated by
using macro balanced accuracy as evaluation measure. We give the performance on the training set (Train) and the performance
on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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4.1.12. Average rank diagrams for each dataset for the macro balanced accuracy measure
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Figure 33: The average rank diagrams for the macro balanced accuracy evaluation measure on the dataset DiatomsAll-nom.
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Figure 34: The average rank diagrams for the macro balanced accuracy evaluation measure on the dataset DiatomsTop10-nom.
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Figure 35: The average rank diagrams for the macro balanced accuracy evaluation measure on the dataset SoilQuality-nom.

6 5 4 3 2 1

BagDT

RFDT

BagPCTRFPCT

DT

PCT

Critical Distance = 2.01525

6 5 4 3 2 1

RFDT

BagDT

RFPCT

BagPCTDT

PCT

Critical Distance = 2.01525

(a) Train (b) Cross-validation

Figure 36: The average rank diagrams for the macro balanced accuracy evaluation measure on the dataset WaterQuality-nom.

4.1.13. Results for the macro precision measure
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Table 39: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using macro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 39: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using macro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 40: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using macro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 41: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated
by using macro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 42: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated
by using macro precision as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

59



4.1.14. Average rank diagrams for each dataset for the macro precision measure

6 5 4 3 2 1

BagDT

RFDT

BagPCT

RFPCTDT

PCT

Critical Distance = 0.715702

6 5 4 3 2 1

RFDT

BagDT

Bag

RFPCT

DT

PCT

Critical Distance = 0.715702

(a) Train (b) Cross-validation

Figure 37: The average rank diagrams for the macro precision evaluation measure on the dataset DiatomsAll-nom.
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Figure 38: The average rank diagrams for the macro precision evaluation measure on the dataset DiatomsTop10-nom.
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Figure 39: The average rank diagrams for the macro precision evaluation measure on the dataset SoilQuality-nom.
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Figure 40: The average rank diagrams for the macro precision evaluation measure on the dataset WaterQuality-nom.

4.1.15. Results for the macro recall measure
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Table 43: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated by
using macro recall as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 43: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using macro recall as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 44: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using macro recall as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 45: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated
by using macro recall as evaluation measure. We give the performance on the training set (Train) and the performance on
unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 46: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated by
using macro recall as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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4.1.16. Average rank diagrams for each dataset for the macro recall measure
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Figure 41: The average rank diagrams for the macro recall evaluation measure on the dataset DiatomsAll-nom.
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Figure 42: The average rank diagrams for the macro recall evaluation measure on the dataset DiatomsTop10-nom.
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Figure 43: The average rank diagrams for the macro recall evaluation measure on the dataset SoilQuality-nom.
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Figure 44: The average rank diagrams for the macro recall evaluation measure on the dataset WaterQuality-nom.

4.1.17. Results for the macro F measure
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Table 47: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using macro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 47: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using macro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 48: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using macro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 49: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated
by using macro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 50: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated by
using macro F as evaluation measure. We give the performance on the training set (Train) and the performance on unseen
data estimated by 10-fold cross-validation (10-fold cross-validation).
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4.1.18. Average rank diagrams for each dataset for the macro F measure
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Figure 45: The average rank diagrams for the macro F measure evaluation measure on the dataset DiatomsAll-nom.
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Figure 46: The average rank diagrams for the macro F measure evaluation measure on the dataset DiatomsTop10-nom.
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Figure 47: The average rank diagrams for the macro F measure evaluation measure on the dataset SoilQuality-nom.
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Figure 48: The average rank diagrams for the macro F measure evaluation measure on the dataset WaterQuality-nom.

4.1.19. Results for the macro Matthews correlation coefficient measure
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Table 51: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated by
using macro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train) and
the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 51: (ctd) Predictive performance of the methods (columns) on all targets (rows) of the DiatomsAll-nom dataset, evaluated
by using macro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train)
and the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 52: Predictive performance of the methods (columns) on all targets (rows) of the DiatomsTop10-nom dataset, evaluated
by using macro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train)
and the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).

Table 53: Predictive performance of the methods (columns) on all targets (rows) of the WaterQuality-nom dataset, evaluated
by using macro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train)
and the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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Table 54: Predictive performance of the methods (columns) on all targets (rows) of the SoilQuality-nom dataset, evaluated by
using macro Matthews correlation coefficient as evaluation measure. We give the performance on the training set (Train) and
the performance on unseen data estimated by 10-fold cross-validation (10-fold cross-validation).
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4.1.20. Average rank diagrams for each dataset for the macro Matthews correlation coefficient measure
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Figure 49: The average rank diagrams for the macro Matthews correlation coefficient evaluation measure on the dataset
DiatomsAll-nom.
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Figure 50: The average rank diagrams for the macro Matthews correlation coefficient evaluation measure on the dataset
DiatomsTop10-nom.
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Figure 51: The average rank diagrams for the macro Matthews correlation coefficient evaluation measure on the dataset
SoilQuality-nom.
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Figure 52: The average rank diagrams for the macro Matthews correlation coefficient evaluation measure on the dataset
WaterQuality-nom.
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4.2. Average rank diagrams for all multi-target classification tasks
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Figure 53: The average rank diagrams for the micro balanced accuracy evaluation measure for all datasets that contain
information about species presence/absence.
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Figure 54: The average rank diagrams for the macro balanced accuracy evaluation measure for all datasets that contain
information about species presence/absence.
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Figure 55: The average rank diagrams for the micro Matthews correlation coefficient evaluation measure for all datasets that
contain information about species presence/absence.
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Figure 56: The average rank diagrams for the macro Matthews correlation coefficient evaluation measure for all datasets that
contain information about species presence/absence.
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Figure 57: The average rank diagrams for the micro recall evaluation measure for all datasets that contain information about
species presence/absence.
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Figure 58: The average rank diagrams for the macro recall evaluation measure for all datasets that contain information about
species presence/absence.
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Figure 59: The average rank diagrams for the micro precision evaluation measure for all datasets that contain information
about species presence/absence.
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Figure 60: The average rank diagrams for the macro precision evaluation measure for all datasets that contain information
about species presence/absence.
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Figure 61: The average rank diagrams for the micro F-score evaluation measure for all datasets that contain information about
species presence/absence.
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Figure 62: The average rank diagrams for the macro F-score evaluation measure for all datasets that contain information about
species presence/absence.
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4.3. Variable importance for the multi-target classification tasks

Table 55: Variable importance for the datasets that contain information about species presence/absense, obtained by feature
ranking via random forests of multi-target trees.
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