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Abstract We present an extensive experimental comparison of decision tree en-
sembles in the context of structured output learning. More precisely, we compare
ensemble learners that predict the complete output structure at once to a collection
of ensembles that each predicts a component of the output. The main results are
that the difference in predictive performance is not significantly different for both
approaches. However, in terms of total model size and induction times, ensembles
that exploit the output structure are significantly more efficient.
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1 Introduction

Supervised learning is one of the most widely researched and investigated areas
of machine learning. The goal in supervised learning is to learn, from a set of
examples with known class, a function that outputs a prediction for the class of a
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previously unseen example. If the examples belong to two classes (e.g., the example
has some property or not) the task is called binary classification. The task where
the examples can belong to a single class from a given set of m classes (m > 3)
is known as multi-class classification. The case where the output is a real value, is
called regression.

However, in many real life problems of predictive modelling, the output (i.e.,
the target property) is structured, meaning that there can be dependencies be-
tween classes (e.g., classes are organized into a tree-shaped hierarchy or a directed
acyclic graph) or some internal relations between the classes (e.g., sequences).
These types of problems occur in domains such as life sciences (predicting the
gene function, selecting the most important genes for a given disease, detecting
toxic molecules, etc), ecology (analysis of remotely sensed data, habitat modelling),
multimedia (annotation and retrieval of images and videos) and the semantic web
(categorization and analysis of text and web). Having in mind the needs of the
application domains and the increasing quantities of structured data, Yang and
Wu (2006) and Kriegel et al (2007) listed the task of “mining complex knowledge
from complex data” as one of the most challenging problems in machine learning.

A variety of methods, specialized in predicting a given type of structured output
(e.g., a hierarchy of classes (Silla and Freitas, 2011)), have been proposed (Bakir
et al, 2007). These methods can be categorized into two groups of methods for
solving the problem of predicting structured outputs (Bakir et al, 2007; Silla and
Freitas, 2011): (1) methods that predict component(s) of the output and then
combine the individual models to get the global model and (2) methods that
predict the complete structure as a whole (also known as ‘big-bang’ approach).
The latter group of methods has several advantages over the former. They exploit
and use the dependencies that exist between the components of the structured
output in the model learning phase and it results in better predictive performance.
Next, they are more efficient: it can easily happen that the number of components
in the output is very large (e.g., hierarchies in functional genomics), in which case
executing a basic method for each component is not feasible. Furthermore, they
produce models that are typically smaller than the sum of the sizes of the models
for the components.

The predictive models that we consider in this article are predictive clustering
trees (PCTs). PCTs belong to the group og global methods. PCTs offer a unifying
approach for dealing with different types of structured outputs and construct the
predictive models very efficiently. They are able to make predictions for several
types of structured outputs: tuples of continuous/discrete variables, hierarchies of
classes, and time series. More details about the PCT framework can be found in
(Blockeel et al, 1998; Struyf and Dzeroski, 2006; Kocev et al, 2007; Vens et al,
2008; Slavkov et al, 2010).

To further increase the predictive performance of a single predictive model,
one can construct an ensemble of predictive models. For the simple classification
and regression tasks, it is widely accepted that an ensemble of predictive models
lifts the predictive performance of its base predictive models (Seni and Elder,
2010). However, for the task of predicting structured outputs whether we use the
predictive clustering framework or other global predictive models, this is not that
obvious.

In the case when the base predictive models are decision trees, Bauer and Ko-
havi (1999) conclude that the increase in performance is related to the trees being
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unpruned, i.e., overfitting. On the other hand, Blockeel et al (2006) state that pre-
dictive clustering trees overfit less than the trees for classification of a single target
variable. Having in mind these two conflicting influences, it is not obvious whether
an ensemble of predictive clustering trees can significantly increase the predictive
performance over that of a single predictive clustering tree. Furthermore, in an en-
semble learning setting, it is not clear if the predictive performance of an ensemble
of global predictive models will be better or worse than the predictive performance
of ensembles of local predictive models when an ensemble is constructed for each
component of the structured output. It is not also clear which method will be more
efficient, both in terms of running time and size of the predictive models.

In this article, we investigate the aforementioned questions. We use bagging and
random forests as ensemble learning methods, since they are the two most widely
used ensemble learning methods in the context of decision trees. We consider two
machine learning tasks: predicting multiple target variables and hierarchical multi-
label classification. We perform extensive empirical evaluation of the proposed
methods over a variety of benchmark datasets.

The remainder of this paper is organized as follows. In Section 2, the considered
machine learning tasks are formally defined and the related work is presented.
Section 3 explains first the predictive clustering trees framework and the extensions
for predicting multiple targets and hierarchical multi-label classification and then
the ensemble methods and their extension for predicting structured outputs. The
design of the experiments, the descriptions of the datasets, the evaluation measures
and the parameter instantiations for the algorithms are given in Section 4. Section 5
presents and discusses the obtained results. Finally, the conclusions are stated in
Section 6.

2 Background

The work presented in this article concerns the learning of ensembles for predicting
structured outputs. In this section, we first define the machine learning tasks that
we consider: the tasks of predicting multiple targets and hierarchical multi-label
classification. We then give a brief overview of methods for predicting structured
outputs.

2.1 Machine learning tasks

First, we formally describe the machine learning tasks that we consider here. We
follow the suggestions by Dzeroski (2007), where predictive modelling is defined
for arbitrary types of input and output data. In particular, we describe the tasks
of predicting multiple targets and hierarchical multi-label classification.

2.1.1 Predicting multiple targets task

The task of predicting multiple targets was previously referred to as multi-objective
prediction (Struyf and Dzeroski, 2006; Kocev et al, 2007; Demsar et al, 2006). How-
ever, the term ‘multi-objective’ is already established in the area of optimization.
We will thus use the term ‘predicting multiple targets’ or multi-target prediction
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(resp. multi-target classification and regression). We define the task of predicting
multiple targets as follows.

Given:

— A description space X that consists of tuples of values of primitive data types
(boolean, discrete or continuous), i.e., VX; € X, X; = (x4, iy, --., Tip ), Where
D is the size of the tuple (or number of descriptive variables),

— a target space Y which is a tuple of several variables that can be either con-
tinuous or discrete, i.e., VY; € Y)Y; = (yiy, Yia, -, Yir ), where T is the size of
the tuple (i.e., number of target variables),

— a set of examples F, where each example is a pair of tuples from the description
and target space, respectively, i.e., E = {(X;,Y;)|X; € X,Y; € Y,1 <i < N}
and N is the number of examples of E (N = |E|), and

— a quality criterion ¢, which rewards models with high predictive accuracy and
low complexity.

Find: a function f : X — Y such that f maximizes q.

Here, the function f is represented with decision trees, i.e., predictive cluster-
ing trees or ensembles thereof. If the tuples from Y (the target space) consist of
continuous/numeric variables then the task at hand is multiple targets regression.
Likewise, if the tuples from Y consist of discrete/nominal variables then the task
is called multiple targets classification.

2.1.2 Hierarchical classification task

Classification is defined as the task of learning a model using a set of previously
classified instances and applying the obtained model to a set of previously unseen
examples (Breiman et al, 1984; Langley, 1996). The unseen examples are classified
into a single class from a set of possible classes.

Hierarchical classification differs from the traditional classification in the fol-
lowing: the classes are organized in a hierarchy. An example that belongs to a
given class automatically belongs to all its super-classes (this is known as the hier-
archy constraint). Furthermore, an example can belong simultaneously to multiple
classes that can follow multiple paths from the root class. This task is then called
hierarchical multi-label classification (HMC) (Silla and Freitas, 2011; Vens et al,
2008).

We formally define the task of hierarchical multi-label classification as follows:
Given:

— A description space X that consists of tuples of values of primitive data types
(boolean, discrete or continuous), i.e., VX; € X, X; = (x4, iy, ..., Tip ), Where
D is the size of the tuple (or number of descriptive variables),

— a target space S, defined with a class hierarchy (C, <j), where C is a set of
classes and <, is a partial order (structured as a rooted tree) representing the
superclass relationship (V c1,c2 € C : c1 <p c2 if and only if ¢1 is a superclass
of ¢2),

— a set F, where each example is a pair of a tuple and a set from the descriptive
and target space respectively, and each set satisfies the hierarchy constraint,
ie, E={(X;,5)|X; € X,5 CC,ce S = Ve <pc:cd € 8,1 <i< N}
and N is the number of examples of E (N = |E|), and



Ensembles for Predicting Structured Outputs 5

— a quality criterion ¢, which rewards models with high predictive accuracy and
low complexity.

Find: a function f : X — 29 (where 2¢ is the power set of C) such that f
maximizes q and ¢ € f(z) = V¢’ <p ¢ : ¢ € f(z), i.e., predictions made by the
model satisfy the hierarchy constraint. In our case, the function f is represented
with decision trees, i.e., predictive clustering trees or ensembles thereof.

2.2 Related work

The task of predicting structured outputs is gaining more and more attention
within the machine learning research community (Bakir et al, 2007; Silla and
Freitas, 2011). The community has proposed a number of different methods for
addressing this task. However, they are typically “computationally demanding and
ill-suited for dealing with large datasets” (Bakir et al, 2007). In this article, we
propose a global method for predicting structured outputs that has good predictive
performance and is very efficient. We use the predictive clustering framework both
for predicting multiple targets and for hierarchical multi-label classification. In
the literature, there are mostly methods that solve one of these two tasks. In
the remainder of this section, we first present the methods that predict multiple
targets and then the methods for hierarchical multi-label classification.

2.2.1 Methods for multi-target prediction

The task of predicting multiple targets is connected with the multi-task learning
(Caruana, 1997) and learning to learn (Thrun and Pratt, 1998) paradigms. These
paradigms include the task of predicting a variable (continuous or discrete) using
multiple input spaces (i.e., biological data for a disease obtained using different
technologies); predicting multiple variables from multiple input spaces, and pre-
dicting multiple variables from a single input space. Here, we consider the last task.
The methods we propose can handle two types of outputs: multiple discrete vari-
ables (multi-target classification) and multiple continuous variables (multi-target
regression), while most of the approaches from the literature can handle only one
type of output.

There is extensive empirical work showing an increase in predictive perfor-
mance when multiple tasks are learned simultaneously as compared to learning
each task separately (for example, see (Baxter, 2000; Evgeniou et al, 2005; Capon-
netto et al, 2008; Ben-David and Borbely, 2008) and the references therein).

The key for the success of multi-task learning is the relatedness between the
multiple tasks. The notion of relatedness is differently perceived and defined by
different researchers. For example, Ando et al (2005) assume that all related tasks
have some common hidden structure. Greene (2007) models the relatedness under
the assumption of correlation between the noise for the different regression esti-
mates. Baxter (2000) views the similarity through a model selection criterion, i.e.,
learning multiple tasks simultaneously is beneficial if the tasks share a common
optimal hypothesis space. To this end, a generalized VC-dimension is used for
bounding the average empirical error of a set of predictive models over a class of
tasks.



6 Kocev et al.

We present and categorize the related work along four dimensions: statistics,
statistical learning theory, Bayesian theory and kernel learning. In statistics, Brown
and Zidek (1980) extend the standard ridge regression to multivariate ridge regres-
sion, while Breiman and Friedman (1997) propose the CURDS&WHEY method,
where the relations between the task are modeled in a post-processing phase.
In statistical learning theory, for handling multiple tasks, an extension of the VC-
dimension and the basic generalization bounds for single task learning are proposed
by Baxter (2000) and Ben-David and Borbely (2008).

Most of the work in multi-task learning is done using Bayesian theory (Thrun
and Pratt, 1998; Bakker and Heskes, 2003; Wilson et al, 2007). In this case, simul-
taneously with the parameters of the models for each of the tasks, a probabilistic
model that captures the relations between the various tasks is being calculated.
Most of these approaches use hierarchical Bayesian models.

Finally, there are many approaches for multi-task learning using kernel meth-
ods. For example, Evgeniou et al (2005) extend the kernel methods to the case of
multi-task learning by using a particular type of kernel (multi-task kernel). The
regularized multi-task learning then becomes equivalent to single-task learning
when such a kernel is used. They show experimentally that the support vector
machines with multi-task kernels have significantly better performance than the
ones with single-task kernels. For more details on kernel methods and SVMs for
multi-task learning, we refer the reader to (Caponnetto et al, 2008; Argyriou et al,
2008; Micchelli and Pontil, 2004; Cai and Cherkassky, 2009) and the references
therein.

2.2.2 Methods for hierarchical multi-label classification

A number of approaches have been proposed for the task of hierarchical multi-label
classification (Bakir et al, 2007). Silla and Freitas (2011) survey and categorize the
HMC methods based on some characteristics and the application domains. The
characteristics of the methods they consider as most important are: prediction
of single or multiple paths from the hierarchy, the depth of the predicted class,
the type of the taxonomy that can be handled (tree or directed acyclic graph)
and whether the method is local (constructs a model for each part of the taxon-
omy) or global (constructs a model for the whole taxonomy). The most prominent
application domains for these methods are functional genomics (biology), image
classification, text categorization, and genre classification.

Here, we present and group some existing methods based on the learning tech-
nique they use. We group the methods as follows: network based methods, kernel
base methods and decision tree based methods.

Network based methods. The network based approaches predict functions of
unannotated genes based on known functions of genes that are nearby in a func-
tional association network or protein-protein interaction network (Chen and Xu,
2004). Since the network base approaches are based on label propagation, a num-
ber of approaches were proposed to combine predictions of functional networks
with those of a predictive model. Tian et al (2008), for instance, use logistic re-
gression to combine predictions made by a functional association network with
predictions from a random forest.

Kernel based methods. Obozinski et al (2008) present a two-step approach in
which SVMs are first learned independently for each class separately (allowing
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violations of the hierarchy constraint) and are then reconciliated to enforce the hi-
erarchy constraint. Similarly, Barutcuoglu et al (2006) use un-thresholded SVMs
learned for each class separately and then combine the SVMs by using a Bayesian
network so that the predictions are consistent with the hierarchical relationships.
Guan et al (2008) extend the method by Barutcuoglu et al (2006) to an ensemble
framework. Valentini and Re (2009) also propose a hierarchical ensemble method
that uses probabilistic SVMs as base learners. The method combines the predic-
tions by propagating the weighted true path rule both top-down and bottom-up
through the hierarchy, which ensures consistency with the hierarchy constraint.

Rousu et al (2006) present a more direct method that does not require a second

step to make sure that the hierarchy constraint is satisfied. Their approach is based
on a large margin method for structured output prediction which defines a joint
feature map over the input and the output space. Next, it applies a SVM based
techniques to learn the weights of a discriminant function (defined as the dot
product of the weights and the joint feature map). Rousu et al (2006) propose a
suitable joint feature map and an efficient way for computing the argmax of the
discriminant function (which is the prediction for a new instance). Furthermore,
Gértner and Vembu (2009) propose to use counting of super-structures from the
output to efficiently calculate (in polynomial time) the argmax of the descriminant
function.
Decision tree based methods. Clare (2003) adapts the well-known decision tree
algorithm C4.5 (Quinlan, 1993) to cope with the issues introduced by the HMC
task. This version of C4.5 (called C4.5H) uses the sum of entropies of the class
variables to select the best split. C4.5H predicts classes on several levels of the
hierarchy, assigning a larger cost to misclassifications higher up in the hierarchy.
The resulting tree is then transformed into a set of rules, and the best rules are
selected, based on a significance test on a validation set.

Geurts et al (2006) present a decision tree based approach related to predictive
clustering trees. They start from a different definition of variance and then kernelize
this variance function. The result is a decision tree induction system that can be
applied to structured output prediction using a method similar to the large margin
methods mentioned above. Therefore, this system could also be used for HMC after
defining a suitable kernel. To this end, an approach similar to that of Rousu et al
(2006) could be used.

Blockeel et al (2002, 2006) proposed the idea of using predictive clustering trees
(Blockeel et al, 1998) for HMC tasks. This work (Blockeel et al, 2006) presents
the first thorough empirical comparison between an HMC and HSC decision tree
method in the context of tree shaped class hierarchies. Vens et al (2008) extend
the algorithm towards hierarchies structured as DAGs and show that learning one
decision tree for predicting all classes simultaneously outperforms learning one tree
per class (even if those trees are built by taking into account the hierarchy).

3 Ensembles for predicting structured outputs

In this section, we present the ensemble methods for predicting structured outputs.
We begin by presenting the predictive clustering trees and their instantiations for
predicting multiple continuous variables, predicting multiple discrete variables,
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and hierarchical multi-label classification. Next, we describe how ensemble learn-
ing methods can be adapted to use predictive clustering trees as base predictive
models. Finally, we describe an approach to the prediction of structured outputs
that use local predictive models.

3.1 PCTs for structured outputs

The Predictive Clustering Trees (PCTs) framework sees a decision tree as a hierar-
chy of clusters: the top-node corresponds to one cluster containing all data, which
is recursively partitioned into smaller clusters while moving down the tree. The
PCT framework is implemented in the CLUS system (Blockeel and Struyf, 2002),
which is available for download at http://www.cs.kuleuven.be/~dtai/clus.

CLUS takes as input a set of examples E = {(zi,y;)|i = 1,...N}, where each z;
is a vector of attribute values and y; are values of a structured (output) datatype
Ty . In this article, we consider three different classes of datatypes Ty: tuples
of discrete values, tuples of real values, and hierarchies. For each type Ty, CLUS
needs two functions to be defined. The prototype function returns a representative
structured value given a set of such values. The variance function describes how
homogeneous a set of structured values is: It is typically based on a distance
function on the space of structured values.

PCTs can be induced with a standard top-down induction of decision trees
(TDIDT) algorithm (Breiman et al, 1984). The algorithm is presented in Table 1.
It takes as input a set of examples (F) and outputs a tree. The heuristic (h) that
is used for selecting the tests (t) is the reduction in variance caused by partitioning
(P) the instances (see line 4 of BestTest procedure in Table 1). By maximizing
the variance reduction the cluster homogeneity is maximized and it improves the
predictive performance.

Table 1 The top-down induction algorithm for PCTs.

procedure PCT(FE) returns tree procedure BestTest(E)

1: (t*,h*,P*) = BestTest(E) 1: (t*,h*,P*) = (none, 0,0)

2: if t* # none then 2: for each possible test ¢t do

3: for each E; € P* do 3 P = partition induced by ¢t on E

. - ) By

4: tree; = PC*T(EZ) 4 h=Var(B)=Y . p Bl var(B:)
5. return node(t*, | J,{tree;}) 5. if (h > h*) A Acceptable(t, P) then
G: else 6: (t*,h*, P*) = (t,h, P)

7: return leaf(Prototype(E)) 7: return (t*,h*,P*)

The main difference between the algorithm for learning PCTs and a standard
decision tree learner (for example, see the C4.5 algorithm proposed by Quinlan
(1993)) is that the former considers the variance function and the prototype func-
tion, that computes a label for each leaf, as parameters that can be instantiated
for a given learning task. So far, the PCTs have been instantiated for the fol-
lowing tasks: multiple targets prediction (Struyf and Dzeroski, 2006; Kocev et al,
2007), hierarchical-multi label classification (Vens et al, 2008) and prediction of
time-series (Slavkov et al, 2010). In this article, we focus on the first two tasks.
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3.1.1 PCTs for predicting multiple target variables

PCTs that are able to predict multiple targets simultaneously are called multi-
target decision trees (MTDTs). The MTDTs that predict a tuple of continuous
variables (regression tasks) are called multi-target regression trees (MTRTSs), while
the MTDTs that predict a tuple of discrete variables are called multi-target classi-
fication trees (MTCTs). The instantiation of the CLUS system that learns multi-
target trees is called CLUS-MTDT.

The variance and prototype functions for MTRTSs are instantiated as follows.
The variance is calculated as the sum of the variances of the target variables,
ie., Var(E) = Z;le Var(Y;). The variances of the targets are normalized, so
each target contributes equally to the overall variance. The prototype function
(calculated at each leaf) returns as a prediction the tuple with the mean values of
the target variables, calculated by using the training instances that belong to the
given leaf.

The variance function for the MTCTs is computed as the sum of the Gini
indices of the target variables, i.e., Var(E) = Zle Gini(E, Y;). Furthermore,
one can also use the sum of the entropies of class variables as a variance function,
ie., Var(E) = Zle Entropy(FE, Y;) (this definition has also been used in the
context of multi-label prediction (Clare, 2003)).

The prototype function returns a vector of probabilities that an instance be-
longs to a given class for each target variable. Using these probabilities, the most
probable (majority) class for each target attribute can be calculated. In addition
to the two aforementioned instantiations of the variance function for classification
problems, the CLUS system also implements other variance functions, such as
reduced error, information gain, gain ratio and the m-estimate.

3.1.2 PCTs for hierarchical multi-label classification

Hierarchical multi-label classification is a variant of classification where a single
example may belong to multiple classes at the same time and the classes are orga-
nized in a form of hierarchy. An example that belongs to some class ¢ automatically
belongs to all super-classes of ¢: This is called the hierarchical constraint. Problems
of this kind can be found in many domains including text classification, functional
genomics, and object/scene classification. Silla and Freitas (2011) give a detailed
overview of the possible application areas and the available approaches to HMC.
Silla and Freitas (2011) describe the algorithms for hierarchical classification
with a 4-tuple (A, X, 2,0). In this 4-tuple, A indicates whether the algorithm
makes predictions for a single or multiple paths in the hierarchy, X is the depth
of the predicted classes, (2 is the taxonomy structure of the classes that the algo-
rithm can handle, and © is the type of the algorithm (local or global). Using this
categorization, the algorithm we present here can be described as follows:

— A = multiple path prediction: the algorithm can assign multiple paths or
predicted classes to each instance.

— XY = non-mandatory leaf-node prediction: an instance can be labeled with a
label at any level of the taxonomy.

— {2 = tree or directed acyclic graph: the algorithm can handle both tree-shaped
or DAG hierarchies of classes.
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— © = global classifier: the algorithm constructs a single model valid for all
classes.

CLUS-HMC is the instantiation (with the distances and prototypes as defined
bellow) of the PCT algorithm for hierarchical classification implemented in the
CLUS system.

To apply PCTs to the task of hierarchical multi-label classification, the vari-
ance and prototype are defined as follows (Vens et al, 2008). First, the set of labels
of each example is represented as a vector with binary components; the i’th com-
ponent of the vector is 1 if the example belongs to class ¢; and 0 otherwise. It is
easily checked that the arithmetic mean of a set of such vectors contains as i’th
component the proportion of examples of the set belonging to class c;.

The variance of a set of examples E is defined as the average squared distance

between each example’s class vector (L;) and the set’s mean class vector (L), i.e.,
1 72
Var(E) = = - Y d(L;,L)%.
Bl £

In the HMC context, the similarity at higher levels of the hierarchy is more
important than the similarity at lower levels. This is reflected in the distance
measure used in the above formula, which is a weighted Euclidean distance:

L]
(L1, La) = \| Y w(c) - (L — Lag)?,

=1

where L;; is the I’th component of the class vector L; of an instance E;, |L| is
the size of the class vector, and the class weights w(c) decrease with the depth of
the class in the hierarchy. More precisely, w(c) = wo - avgj {w(p;(c))}, where p;(c)
denotes the j’th parent of class ¢ and 0 < wo < 1).

For example, consider the toy class hierarchy shown in Figure 1(a,b), and two
data examples: (X1,.51) and (X2, 52) that belong to the classes S1 = {c1,c2,c2.2}
(boldface in Figure 1(b)) and S2 = {c2}, respectively. We use a vector represen-
tation with consecutive components representing membership of class c1, c2, ¢2.1,
c2.2 and c3, in that order (preorder traversal of the tree). The distance is then
calculated as follows:

d(S1,S2) = d([1,1,0,1,0],[0,1,0,0,0]) = \/wo + w2.

Note that our definition of w(c) allows the classes to be structured in a form of
directed acyclic graph (DAG). Figure 1(c) depicts an example of a DAG structured
hierarchy. When the hierarchy is a DAG, then the depth of a class is not unique:
classes do not have a single path from the top-node (for example see class cg
in Figure 1(c)). After an extensive experimental evaluation, Vens et al (2008)
recommend to use as a weight of a given class the average over the depths of all
its parents (w(c) = wo - avg;{w(par;(c))}).

A classification tree stores in a leaf the majority class for that leaf, which will
be the tree’s prediction for all examples that will arrive in the leaf. In the case
of HMC, an example may have multiple classes, thus the notion of majority class
does not apply in a straightforward manner. Instead, the mean L of the class
vectors of the examples in the leaf is stored as a prediction. Note that the value
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(c)

A

C1(1) C2(2) C1 Co C3

N /N

Co1 (3) C2.2(4) Cq Cs

(1)(2)(3)(4)(5)
Ly =[1,1,0, 1,0

Ce

Fig. 1 Toy examples of hierarchies structured as a tree and a DAG.(a) Class label names
contain information about the position in the hierarchy, e.g., c2.1 is a subclass of ¢2. (b) The
set of classes {c1,c2, 2.2}, shown in bold in the hierarchy, represented as a vector. (c) A class
hierarchy structured as a DAG. The class cg has two parents: ¢; and c4.

for the i-th component of L can be interpreted as the probability that an example
arriving at the given leaf belongs to class c¢;.

The prediction for an example that arrives in the leaf can be obtained by
applying a user defined threshold 7 on the probability; if the i-th component of
L is above 7 then the examples belong to the class ¢;. When a PCT is making
a prediction it preserves the hierarchy constraint (the predictions comply to the
parent child relationships from the hierarchy) if the values for the thresholds 7
are chosen as follows: 7; < 7; whenever ¢; <j ¢; (¢ is ancestor of ¢;). The
threshold 7 is selected depending on the context. The user may set the threshold
such that the resulting classifier has high precision at the cost of lower recall or
vice versa, to maximize the F-score, to maximize the interpretability or plausibility
of the resulting model etc. In this work, we use a threshold-independent measure
(precision-recall curves) to evaluate the performance of the HMC models.

3.2 Ensembles of PCTs for predicting structured outputs

An ensemble is a set of predictive models (called base predictive models). In homo-
geneous ensembles, such as the ones we consider here, the base predictive models
are constructed by using the same algorithm. The prediction of an ensemble for
a new instance is obtained by combining the predictions of all base predictive
models from the ensemble. In this dissertation, we consider ensembles of PCTs
for structured prediction. The PCTs in the ensembles are constructed by using
bagging and random forests methods that are often used in the context of decision
trees. We have adapted these methods to use PCTs.

3.2.1 Constructing ensembles of PCTs

A necessary condition for an ensemble to have better predictive performance than
any of its individual members, is that the base predictive models are accurate and
diverse (Hansen and Salamon, 1990). An accurate predictive model does better
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than random guessing on new examples. Two predictive models are diverse if they
make different errors on new examples. There are several ways to introduce di-
versity in a set of base predictive models: by manipulating the training set (by
changing the weight of the examples (Breiman, 1996; Freund and Schapire, 1996),
by changing the attribute values of the examples (Breiman, 2001b), by manip-
ulating the feature space (Breiman, 2001a; Ho, 1998)) and by manipulating the
learning algorithm itself (Breiman, 2001a; Dietterich, 2000).

We have implemented the bagging and random forests methods within the
CLUS system. These two ensemble learning techniques are most widely known
and have primarily been used in the context of decision trees. The algorithms of
these ensemble learning methods are presented in Table 2. For the random forests
method (right in Table 2), the PCT algorithm for structured prediction needed
changes: A randomized version of the selection of attributes was implemented,
which replaced the standard selection of attributes.

3.2.2 Bagging

Bagging (Breiman, 1996) is an ensemble method that constructs the different
classifiers by making bootstrap replicates of the training set and using each of
these replicates to construct a predictive model (Table 2, left). Each bootstrap
sample is obtained by randomly sampling training instances, with replacement,
from the original training set, until an equal number of instances as in the training
set is obtained. Breiman (1996) showed that bagging can give substantial gains
in predictive performance, when applied to an unstable learner (i.e., a learner for
which small changes in the training set result in large changes in the predictions),
such as classification and regression tree learners.

3.2.3 Random forests

A random forest (Breiman, 2001a) is an ensemble of trees, where diversity among
the predictors is obtained by using bootstrap replicates as in bagging, and ad-
ditionally by changing the set of descriptive attributes during learning (Table 2,
right). More precisely, at each node in the decision trees, a random subset of the
descriptive attributes is taken, and the best attribute is selected from this sub-
set. The number of attributes that are retained is given by a function f of the
total number of descriptive attributes D (e.g., f(D) = 1, f(D) = [vVD + 1],
f(D) = |log2(D) + 1] ...). By setting f(D) = D, we obtain the bagging proce-
dure. The algorithm for learning a random forest using PCTs as base classifiers is
presented in Table 2.

3.2.4 Combining the predictions of individual PCTs

The prediction of an ensemble for a new instance is obtained by combining the pre-
dictions of all the base predictive models from the ensemble. The predictions from
the models can be combined by taking the average (for regression tasks) and the
majority or probability distribution vote (for classification tasks), as described in
(Bauer and Kohavi, 1999; Breiman, 1996), or by taking more complex aggregation
schemes (Kuncheva, 2004).
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Table 2 The four ensemble induction algorithms: bagging, random forests, random subspaces
and bagging of subspaces. Here, E is the set of the training examples, k is the number of trees
in the forest, and f(D) is the size of the feature subset that is used to learn the model (for
random subspaces and bagging of subspaces) and that is considered at each node during tree
construction (for random forests).

procedure Bagging(E, k) procedure RForest(E, k, f(D))
returns Forest returns Forest

1: F=0 1: F=0

2: fori=1to k do 2: fori=1to k do

3: E; = bootstrap(E) 3: E; = bootstrap(E)

4: T; = PCT(E;) 4: T; = PCT_rnd(E;, f(D))
5 F=FUT: 5 F=FUT:

6: return F 6: return F

We use PCTs as base predictive models for the ensembles for structured out-
puts. To obtain a prediction from an ensemble for predicting structured outputs,
we accordingly extend the voting schemes. For the datasets with multiple con-
tinuous targets, as prediction of the ensemble, we take average per target of the
predictions of the base classifiers. For the datasets for hierarchical classification
we also use the average of the predictions and apply the thresholding described in
Section 3.1.2. We obtain the ensemble predictions for the datasets with multiple
discrete targets using probability distribution voting (as suggested by Bauer and
Kohavi (1999)) per target.

3.3 Local prediction of structured outputs with PCTs and ensembles

The presented structured output learning algorithms (CLUS-MTDT and CLUS-
HMC) belong to the group of methods known as ‘big-bang’ or global predictive
models (Silla and Freitas, 2011; Bakir et al, 2007). Global predictive models make
a single prediction for the entire structured output, i.e., simultaneously predict
all of its components. Local predictive models of structured outputs, on the other
hand, use a collection of predictive models, each predicting a component of the
overall structure that needs to be predicted.

The local predictive models for the task of predicting multiple targets are
constructed by learning a predictive model for each of the targets separately. In
the task of hierarchical multi-label classification, however, there are four different
approaches that can be used: flat classification, local classifiers per level, local
classifiers per node, and local classifiers per parent node (see (Silla and Freitas,
2011) for details).

Vens et al (2008) investigated the performance of the last two approaches with
local classifiers over a large collection of datasets from functional genomics. The
conclusion of the study was that the last approach (called hierarchical single-label
classification - HSC) performs better in terms of predictive performance, smaller
total model size and faster induction times.

In particular, the CLUS-HSC algorithm by Vens et al (2008), presented in
Figure 2(a), constructs a decision tree classifier for each edge (connecting a class ¢
with a parent class par(c)) in the hierarchy, thus creating an architecture of clas-
sifiers. The corresponding tree predicts membership to class ¢, using the instances



14 Kocev et al.

that belong to par(c). The construction of this type of tree uses few instances:
only instances labeled with par(c) are used for training. The instances labeled
with class ¢ are positive instances, while the ones that are labeled with par(c), but
not with ¢ are negative.

(a) (b)

Fig. 2 An illustration of the hierarchical single-label classification approach used by Vens et al
(2008). The local classifiers at each branch from the hierarchy are: (a) decision trees and (b)
ensembles of decision trees.

The resulting HSC tree predicts the conditional probability P(c|par(c)). A
new instance is predicted by recursive application of the product rule P(c) =
min; P(c | par;j(c)) - P(parj(c)) (with par;(c) denoting the j-th parent of ¢ in
the case of a DAG), starting from the tree for the top-level class. Again, the
probabilities are thresholded to obtain the set of predicted classes. To satisfy the
hierarchy constraint, the threshold 7 should be chosen as in the case of CLUS-
HMC.

In this article, we extend the approach of Vens et al (2008) by applying ensem-
bles as local classifiers, instead of single decision trees. The CLUS-HSC algorithm
can be applied to ensemble learning in two ways by constructing: an ensemble
of architectures or an architecture of ensembles. The first approach creates the
ensemble by creating multiple architectures (as shown in Figure 2(a)). These mul-
tiple architectures can be created on different bootstrap replicates, on different
feature spaces, by different local classifiers etc. The second approach is simpler
and, instead of a single local classifier (for example a decision tree), uses an en-
semble as a classifier at each branch (depicted in Figure 2(b)). We prefer here the
second approach since it is closer to the learning of local classifiers for predicting
multiple target variables.

4 Experimental design

In this section, we describe the procedure for experimental evaluation of the pro-
posed ensemble methods for predicting structured outputs. First, we state the
questions we consider. Next, we present the datasets we use to evaluate the algo-
rithms, and then the evaluation measures we applied. In the last subsection, we
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give the parameter values used in the algorithms and the statistical tests that we
used.

4.1 Experimental questions

Given the methodology from Section 3, we construct several types of trees and
ensembles. First, we construct PCTs that predict components of the structured
output: a separate tree for each variable from the target tuple and a separate tree
for each hierarchy edge. Second, we learn PCTs that predict the entire structured
output simultaneously: a tree for the complete target tuple and a tree for the com-
plete hierarchy. Finally, we construct the ensemble classifiers in the same manner
by using both bagging and random forests.
We consider the following questions:

— Predictive performance: Does the performance of PCTs for structured outputs
increases when combined into an ensemble? Can exploitation of the structure
of the output lift the predictive performance of an ensemble?

— Convergence: Does the performance of the ensembles for structured outputs
converge/saturate faster than for ensembles that predict components of the
output?

— Efficiency: How much can the learning process benefit, in terms of time and
memory consumption, from the ensembles for structured outputs as compared
to the sets of ensembles that predict components of the structured output?

We compare the algorithms that predict the complete structured output with
the algorithms that predict the components of the structured outputs separately.
First, we inspect the predictive performance of all algorithms. Next, we focus only
on the ensembles and examine their predictive performance at different ensemble
sizes (i.e., we construct saturation curves). Our intention is to investigate whether
the performance of the ensembles for structured outputs saturates at a smaller
number of trees as compared to the saturation of ensembles predicting the com-
ponents of the structured output. At the end, we compare the running times and
the sizes of the obtained models.

4.2 Descriptions of the datasets

In this section, we present the datasets that were used to evaluate the predictive
performance of the ensembles. The datasets are divided into three groups based on
the type of their output: multiple continuous targets datasets (regression), multiple
discrete targets datasets (classification) and hierarchical multi-label classification
datasets (HMC). Statistics about the used datasets are presented in Tables 3, 4,
and 5, respectively.

The datasets with multiple continuous targets (13 in total, see Table 3) are
mainly from the domain of ecological modelling. The datasets with multiple dis-
crete targets (9 in total, see Table 4) are from various domains: ecological mod-
elling (Sigmea Real and Water Quality), biological ( Yeast), multimedia (Scene and
Emotions) and media space analysis (Mediana). The datasets that have classes
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Table 3 Properties of the datasets with multiple continuous targets (regression datasets); N

is the number of instances, D/C' the number of descriptive attributes (discrete/continuous),
and T the number of target attributes.

Name of dataset N D/C T
Collembola (Kampichler et al, 2000) 393 8/39 3
EDM (Karali¢, 1995) 154 0/16 2
Forestry-Kras (Stojanova et al, 2010) 60607 0/160 11
Forestry-Slivnica-LandSat (Stojanova, 2009) 6218 0/150 2
Forestry-Slivnica-IRS (Stojanova, 2009) 2731 0/29 2
Forestry-Slivnica-SPOT (Stojanova, 2009) 2731 0/49 2
Sigmea real (Demsar et al, 2005) 817 0/4 2
Soil quality (Demsar et al, 2006) 1944  0/142 3
Solar-flare 1 (Asuncion and Newman, 2007) 323 10/0 3
Solar-flare 2 (Asuncion and Newman, 2007) 1066 10/0 3
Vegetation Clustering (Gjorgjioski et al, 2008) 29679 0/65 11
Vegetation Condition (Kocev et al, 2009) 16967 1/39 7
Water quality (Blockeeel et al, 1999; Dzeroski et al, 2000) 1060 0/16 14

Table 4 Properties of the datasets with multiple discrete targets (classification datasets); N

is the number of instances, D/C the number of descriptive attributes (discrete/continuous),
and T the number of target attributes.

Name of dataset N D/C T
EDM (Karali¢, 1995) 154 0/16 2
Emotions (Trohidis et al, 2008) 593 0/72 6
Mediana (Skrjanc et al, 2001) 7953  21/58 5
Scene (Boutell et al, 2004) 2407  0/294 6
Sigmea real (Demsar et al, 2005) 817 0/4 2
Solar-flare 1 (Asuncion and Newman, 2007) 323 10/0 3
Thyroid (Asuncion and Newman, 2007) 9172 22/7 7
Water quality (Blockeeel et al, 1999; Dzeroski et al, 2000) 1060 0/16 14
Yeast (Elisseeff and Weston, 2001) 2417 0/103 14

organized in a hierarchy come from various domains, such as: biology (Expression-
FunCat, SCOP-GO, Yeast-GO and Sequence-FunCat), text classification (En-
ron, Reuters and WIPO) and image annotation/classification (ImCLEF07D, Im-
CLEF07A and Diatoms). Hence, we use 10 datasets from 3 domains (see Table 5).
Note that two datasets from the biological domain have a hierarchy organized as
a DAG (they have GO in the dataset name), and the remaining datasets have
tree-shaped hierarchies. For more details on the datasets, we refer the reader to
the referenced literature.

4.3 Evaluation measures

Empirical evaluation is the most widely used approach for assessing the perfor-
mance of machine learning algorithms. The performance of a machine learning
algorithm is assessed using some evaluation measure. The different machine learn-
ing tasks, described in Section 2.1, use ‘task-specific’ evaluation measures. We
first describe the evaluation measures for multiple continuous targets (regression),
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Table 5 Properties of the datasets with hierarchical targets; N¢»./Nte is the number of in-
stances in the training/testing dataset, D/C is the number of descriptive attributes (dis-
crete/continuous), |H| is the number of classes in the hierarchy, #,4 is the maximal depth of
the classes in the hierarchy, £ is the average number of labels per example, and L, is the
average number of leaf labels per example.

Domain NtT/Nte D/C |H| Hd E CL
ImCLEF07D(Dimitrovski et al, 2008)  10000/1006 0/80 46 3.0 3.0 1.0
ImCLEFO07A (Dimitrovski et al, 2008)  10000/1006  0/80 96 30 3.0 1.0
Diatoms (ADIAC, 2008) 2065/1054 0/371 377 3.0 195 0.94
Enron (Klimt and Yang, 2004) 988/660 0/1001 54 3.0 530 284
Reuters (Lewis et al, 2004) 3000/3000 0/47236 100 4.0 3.20 1.20
WIPO (Rousu et al, 2006) 1352/358 0/74435 183 4.0 4.0 1.0
Expression—FunCat (Clare, 2003) 2494/1291 4/547 475 4.0 887 229
SCOP-GO (Clare, 2003) 6507/3336 0/2003 523 5.5 6.26 0.95
Sequence-FunCat (Clare, 2003) 2455/1264 2/4448 244 4.0 335 094

Yeast-GO (Barutcuoglu et al, 2006) 2310/1155  5588/342 133 6.3 5.74 0.66

then for multiple discrete targets (classification) and at the end for hierarchical
classification.

For the task of predicting multiple continuous targets (regression), we employed
three well known measures: the correlation coefficient (C'C'), root mean squared
error (RMSE) and relative root mean squared error (RRM SE). For each of these
measures, we performed tests for statistical significance and constructed saturation
curves. We present here only the results in terms of RRM SE, but same conclusions
hold for the other two measures.

What evaluation measure to use in the case of classification algorithms is not
as clear as in the case of regression. Sokolova and Lapalme (2009) conducted a
systematic analysis of twenty four performance measures that can be used in a
classification context. They conclude that evaluation measures for classification
algorithms should be chosen based on the application domain.

In our study, we used seven evaluation measures for classification: accuracy,
precision, recall, F-score, the Matthews correlation coefficient, balanced accuracy
(also known as Area Under the Curve) and discriminant power. We used two
averaging approaches to adapt these measures for multi-class problems: micro and
macro averaging (note that averaging is not needed for accuracy). Since the goal
of this study is not to assess the evaluation measures themselves, we present here
only the results in terms of the micro average F-score (F' = 2 - %).
However, the conclusions drawn from the evaluation of the performance of the
algorithms using the other measures concur with the ones presented here.

In the case of hierarchical classification, we evaluate the algorithms using the
Area Under the Precision-Recall Curve (AUPRC'), and in particular, the Area
Under the Average Precision-Recall Curve (AUPRC') as suggested by Vens et al
(2008). A Precision-Recall curve plots the precision of a classifier as a function of
its recall. The points in the PR space are obtained by varying the value for the
threshold 7 from 0 to 1 with step 0.02. The precision and recall are micro averaged
for all classes from the hierarchy.

Finally, we compare the algorithms by measuring their efficiency in terms of
time consumption and size of the models. We measure the processor time needed
to construct the models: in the case of predicting the components of the structure,
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we sum the times needed to construct the separate models. In a similar way, we
calculated the sizes of the models as the total number of nodes (internal nodes
and leafs). The experiments for predicting multiple targets were performed on a
server running Linux, with two Intel Quad-Core Processors@2.5GHz and 64GB of
RAM. The experiments for the hierarchical classification were run on a cluster of
AMD Opteron processors (1.8 — 2.4GHz, > 2GB RAM).

4.4 Experimental setup

Here, we first state the parameter values used in the algorithms for constructing
the single trees and the ensembles for all types of targets. We then describe how we
assessed the statistical significance of the differences in performance of the studied
algorithms.

The single trees for all types of outputs are obtained using F-test pruning. This
pruning procedure uses the exact Fisher test to check whether a given split/test in
an internal node of the tree results in a reduction in variance that is statistically
significant at a given significance level. If there is no split/test that can satisfy this,
then the node is converted to a leaf. An optimal significance level was selected by
using internal 3-fold cross validation, from the following values: 0.125, 0.1, 0.05,
0.01, 0.005 and 0.001.

The construction of an ensemble takes, as an input parameter, the size of the
ensemble, i.e., number of base predictive models to be constructed. We constructed
ensembles with 10, 25, 50, 75 and 100 base predictive models for all types of
outputs and all datasets. In addition, for the datasets with multiple continuous
targets we constructed ensembles with 150 and 250 base predictive models, and
for the datasets with multiple discrete targets ensembles with 250, 500 and 1000
base predictive models. Following the findings from the study conducted by Bauer
and Kohavi (1999), the trees in the ensembles were not pruned.

The random forests algorithm takes as input the size of the feature subset
that is randomly selected at each node. For the multiple targets datasets, we
apply the logarithmic function of the descriptive attributes |log, |D|| + 1, which
is recommended by Breiman (2001a). For the hierarchical classification datasets,
we used |0.1-|D|| + 1, since the feature space of some of these datasets is large
(several thousands of features) and the logarithmic function is under-sampling the
feature space.

On the datasets with multiple targets, the predictive performance of the al-
gorithms is estimated by 10-fold cross-validation. The hierarchical datasets were
previously divided (by the data providers) into train and test sets. Thus, we esti-
mate the predictive performance of the algorithms on the test sets.

We adopt the recommendations by Demsar (2006) for the statistical evaluation
of the results. We use the Friedman test (Friedman, 1940) for statistical signifi-
cance with the correction from Iman and Davenport (1980). Afterwards, to check
where the statistically significant differences appear (between which algorithms),
we use the Nemenyi post-hoc test (Nemenyi, 1963). We present the results from
the statistical analysis with average ranks diagrams. The diagrams plot the average
ranks of the algorithms and connect the ones whose average ranks are smaller than
a given value, called critical distance. The critical distance depends on the level
of the statistical significance, in our case 0.05. The difference in the performance
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of the algorithms connected with a line is not statistically significant at the given
significance level.

5 Results and discussion

The results from the experiments can be analyzed along several dimensions. First,
we present the saturation curves of the ensemble methods (both for predicting the
structured outputs and the components of the outputs). Then, we compare models
that predict the complete structured output vs. models that predict components of
the structured output. We thereby also compare single trees vs. ensembles of trees.
Last, we evaluate the algorithms by their efficiency in terms of running time and
model size. We do these comparisons for each task separately: multiple targets re-
gression, multiple targets classification and hierarchical multi-label classification.

We conclude the section with a general discussion.

5.1 Multi-target regression

In Figure 3, we present the saturation curves for the ensemble methods for multi-
target regression. Although these curves are averaged across all target variables
for a given dataset, they still provide useful insight on the performance of the algo-
rithms. Figure 3 (a) and (b) present the saturation curves for two specific datasets,
while Figure 3 (c) presents averaged curves for all datasets. We have checked at
which ensemble size (saturation point) the RRMSE is not longer statistically sig-
nificantly changed, i.e., when adding trees in the ensemble does not increase the
predictive performance significantly. For all algorithms, the difference is not sta-
tistically significant with 50 trees are added. Thus, we compare the performance
of the algorithms after 50 trees for the rest of the analysis.
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Fig. 3 Saturation curves for multi-target regression. These curves are obtained by averaging
the RRM SE values for all of the target variables in a dataset. Smaller RRM SE values mean
better predictive performance. The algorithm names are abbreviated as follows: random forests
for the prediction of multiple targets — MTRF, random forests for the prediction of a single
target — STRF, bagging for the prediction of multiple targets — M T Bag and bagging for the

prediction of a single target — ST Bag.

The statistical test in Figure 4 shows that the difference in the predictive
performance of the ensemble methods is not statistically significant at the level of
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0.05. For most of the datasets, the best performing method is random forests for
predicting multiple targets. However, if we look at the saturation curves in Figure 3
(c), we note that, on average, multiple targets bagging is best. A closer look at
the results learns that, especially for the larger datasets (e.g., Forestry-Kras from
Figure 3(a)), random forests tend to outperform bagging, both for the local and
global algorithms. The difference in performance between ensembles and the single
PCTs is statistically significant at 0.05. The PCTs for predicting multiple targets
simultaneously are better (though not statistically significant) than the trees for
predicting the multiple targets separately.
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—
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L I L I I I

MTRF@2.53

STRF@2.61

STRT@5.06 MTBag@2.81

MTRT@4.88 STBag@3.11

Fig. 4 Average rank diagrams at significance level of 0.05 for multi-target regression. The
ensembles contain 50 trees. The difference in the performance of the algorithms connected
with a red line are not statistically significant. The numbers after the name of the algorithm
indicate its average rank. The abbreviations are same as in Figure 3 with addition of predicting
clustering tree for multiple continuous targets — MT RT and predictive clustering tree for single
continuous target — STRT.

Finally, we compare the algorithms by their running time and the size of the
models for ensembles of 50 trees (see Figure 5). The statistical tests show that,
in terms of time efficiency, random forests for multi-target regression significantly
outperform ensemble methods for predicting the targets separately. Also, bagging
for multiple targets is significantly faster than bagging for separate prediction
of the targets. In terms of size of models, both random forests and bagging for
predicting multiple targets simultaneously outperform significantly the ensembles
that predict multiple targets separately.
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Fig. 5 Efficiency (running time and model size) of the ensembles for prediction of multiple
continuous targets. The size of the ensembles is 50 trees.

5.2 Multi-target classification

In Figure 6, we present three saturation curves for the ensemble methods for multi-
target classification. Same as for multi-target regression, the values for drawing the
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curves are averaged from all target variables for a given dataset (and in Figure 6(c)
averaged across all datasets). In a similar manner as for the multi-target regression,
we determined the ensemble size after which the predictive performance is no
longer statistically significant. The ensembles for predicting the multiple targets
simultaneously saturate with 50 trees added, while the ensembles for separate
prediction of the targets require more trees: 75 for the random forests and 250
for bagging. After this, we select ensembles sizes of 50 (Figure 7)to compare the
algorithms. This is in line with the results from the saturation curves which show
that ensembles for multi-target classification perform better than the ensembles
for single-target classification at smaller ensemble sizes (this can be also noticed
in the overall saturation curve shown in Figure 6(c)).
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Fig. 6 Saturation curves for the prediction of multiple discrete targets. These curves are
obtained by averaging the uF — score values for all of the target variables. Bigger uF' — score
values mean better predictive performance. The algorithm names are abbreviated as follows:
random forests for prediction of multiple targets — MTRF', random forests for prediction of
single target — ST RF', bagging for prediction of multiple targets — MT Bag and bagging for
prediction of single target — ST Bag.

The statistical tests reveal that there is no statistically significant difference at
the level of 0.05 in the performance of the ensemble methods (Figure 7). Bagging
for predicting the multiple targets simultaneously is the best performing method
(average rank 2.59) and the remaining methods have larger and very close to
each other average ranks (ranging from 3.0 to 3.11) with random forest for sep-
arate prediction of the targets having the largest average rank. The both types
of ensembles (multi-target and single-target classification) perform statistically
significantly better than the single PCTs. Furthermore, the single PCTs for multi-
target classification perform better (although not statistically significantly) than
the PCTs for single-target classification.
Finally, we compare the ensembles by their efficiency: running times (Fig-
ure 8(a)) and size of models (Figure 8(b)). Concerning the running time, we can
state that the random forests for predicting multiple targets simultaneously signif-
icantly outperform the bagging for predicting the multiple targets separately. As
for the size of the models, we can note the following: (1) the bagging for predicting
multiple targets simultaneously significantly outperforms both ensemble methods
for separate prediction of the targets and (2) random forests for predicting multi-
ple targets simultaneously significantly outperform the random forests for separate
prediction of the targets.



22 Kocev et al.
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Fig. 7 Average ranks diagrams at significance level of 0.05 for prediction of multiple discrete
targets. The ensembles contain 50 trees. The difference in the performance of the algorithms
connected with a red line are not statistically significant. The numbers after the name of the
algorithm indicate its average rank. The abbreviations are same as in Figure 6 with addition
of predicting clustering tree for multiple discrete targets — MTCT and predictive clustering
tree for single discrete target — ST CT.
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Fig. 8 Efficiency of the ensembles for prediction of multiple discrete targets. The size of the
ensembles is 50 trees.

5.3 Hierarchical multi-label classification

In this subsection, we compare the performance of ensembles and PCTs for the
tasks of HMC and HSC. We begin by presenting the saturation curves of the
ensemble methods in Figure 9. Figures 9(a) and 9(b) show the saturation curves
for SCOP-GO and ImCLEF07D domains, respectively, while Figure 9(c) shows
the saturation curve averaged across all domains. We determine the ensemble size
after which adding trees in the ensemble does not statistically significantly improve
ensemble’s performance. Both ensembles for HMC and random forests for HSC
saturate after 50 trees are added in the ensemble, while bagging for HSC saturates
after only 25 trees. We further compare the performance of the ensembles at 50
trees (Figure 10).

The average ranks diagram for the ensembles with 50 trees (Figure 10) shows
that the performance of the ensembles is not statistically significantly different.
Note that the best performing method is random forests for HSC (average rank
2.25) and worst performing method is bagging for HSC (average rank 2.85). En-
sembles for HMC and HSC are statistically significantly better than single PCT
for HMC and HSC. However, if we focus on the overall saturation curve from
Figure 9(c), bagging for HMC is the best performing method. Moreover, ensem-
bles for HMC perform better than ensembles for HSC on the datasets with larger
hierarchies (i.e., datasets with (|| > 300)).

Finally, we compare the algorithms by their efficiency when they contain 50
trees (running times in Figure 11(a) and size of the models in Figure 11(b)). The
random forests for HMC are statistically significantly faster than both bagging
for HMC and HSC, while random forests for HSC are significantly faster than
bagging for HSC. The models of bagging of HMC are statistically significantly
smaller than the models from both ensembles for HSC, while the models of random
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Fig. 9 Saturation curves for hierarchical multi-label classification. These curves are obtained
by averaging the AUPRC' values for all of the target variables. Bigger AUPRC values mean
better predictive performance. The algorithms are abbreviated as follows: random forests for
hierarchical multi-label classification - HM LCRF, random forests for hierarchical single-label
classification — HSLC RF', bagging for hierarchical multi-label classification — H M LC Bag and
bagging for hierarchical single-label classification — HSLC Bag.

Critical Distance = 2.384
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Fig. 10 Average ranks diagrams at significance level of 0.05 for hierarchical multi-label clas-
sification. The ensembles contain 50 trees. The difference in the performance of the algorithms
connected with a red line are not statistically significant. The numbers after the name of the
algorithm indicate its average rank. The abbreviations are same as in Figure 9 with addi-
tion of predicting clustering tree for hierarchical multi—label classification — HM LC PCT and
predictive clustering tree for hierarchical single-label classification — HSLCPCT.

forests for HMC are statistically significantly smaller than the models from the
random forests for HSC.
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Fig. 11 Efficiency of the ensembles for hierarchical multi-label classifications. The size of the
ensembles is 50 trees.

5.4 Summary of the results

To summarize the results from the experiments, we discuss some general conclu-
sions by formulating an answer to each of the questions from Section 4.1.
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5.4.1 Predictive performance

The ensembles for predicting structured outputs (i.e., ensembles of PCTs) lift the
predictive performance of a single PCT. The difference in performance is statis-
tically significant at the significance level of 0.05. Previously this was shown only
on applications where the target is a single continuous or discrete variable. This
finding is valid for all three machine learning tasks that we consider in this article.

The differences in predictive performances between ensembles of PCTs and
ensembles of trees predicting components of the output are not statistically signif-
icant at 0.05 in any task. Also, none of the four considered ensemble algorithms is
consistently performing best. However, the ensembles of PCTs often have better
predictive performance (i.e., smaller average ranks) than the ensembles of trees
predicting components of the output.

5.4.2 Convergence

We looked at the saturation point of the ensembles’ performances with respect
to the number of base classifiers. In the majority of the cases, the predictive per-
formance of the ensembles saturates after the 50th tree is added in the ensemble.
Exceptions of this are: bagging for HSC that saturates when 25 trees are added and
random forests and bagging for predicting multiple discrete targets separately that
saturate after 75 and 250 trees, respectively. Furthermore, the saturation curves
offer some insight about the application of a given method on a given dataset (sum-
marized by their number of examples and number of descriptive variables). Also,
the curves show that on majority of the datasets the ensembles for predicting the
structured outputs as a whole have better performance than the ensembles that
predict the components. This is especially the case when the ensembles contain
fewer trees.

5.4.3 Efficiency

With respect to model size and induction times, the ensembles that exploit the
structure do have a significant advantage. The advantage is more pronounced when
the datasets have large number of instances and descriptive attributes. Moreover,
because of the feature sampling, the random forests for predicting structured out-
puts benefit even more, in terms of induction time, when the datasets have many
descriptive attributes.

Averaged over all datasets considered in this study, we obtain that random
forests for predicting the complete structured outputs are 4 times faster to con-
struct and the models are 3.4 times smaller than a collection of random forests for
predicting single targets or labels. In addition, they are 5.5 times faster to con-
struct and have models with similar size as bagging for predicting the complete
structured output. Furthermore, the latter is 3.9 times faster and yields models
that are 2.9 times smaller than a collection of bagged trees for predicting single
targets or labels.
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6 Conclusions

In this article, we present and compare several approaches for learning decision tree
ensembles for structured output prediction. We compare approaches that exploit
the output structure to approaches that focus on a component of the structure.
All approaches are implemented in the predictive clustering tree framework.

We performed the empirical evaluation over a wide range of datasets. In par-
ticular, we used 13 datasets for the task of multi-target regression, 9 datasets for
the task of multi-target classification and 10 datasets for the task of hierarchical
multi-label classification.

The experimental comparison comprises 32 datasets from three learning tasks:
multiple targets regression, multiple targets classification, and hierarchical multi-
label classification. To our knowledge, this is the first extensive comparison of
ensemble methods for predicting structured outputs.

The main results are summarized as follows. First, we have shown that the
fact that ensembles lift the predictive performance of a single classifier carries over
to the context of structured outputs. This finding suggests that the non-trivial
relations that might exist between the components of the structure are maintained
when combining predictions of several classifiers or when injecting some source of
randomness in the learning algorithm.

Second, we have presented saturation curves, which show that in the major-
ity of cases, the predictive performance of the ensembles saturates at about 50
trees. Furthermore, the curves suggest that, especially when the ensembles con-
tain smaller number of trees, for the majority of the datasets considered, the global
ensemble methods have better predictive performance than the local ensemble
methods.

Finally, we have shown that, although the ensembles for predicting structured
output often have smaller average ranks than the ensembles for predicting the com-
ponents of the structure, the differences in predictive performance of all ensemble
methods are not statistically significant at the 0.05 level in any of the tasks. Fur-
thermore, ensembles that predict the whole structure at once are preferable when
considering efficiency in terms of total model size and induction times.
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