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Jozef Stefan Institute

« Jozef Stefan Institute (JSI, founded in 1949) 4
— named after a distinguished physicist = T4
Jozef Stefan (1835-1893) 3

— leading national research organization in natural sciences
and technology (~700 researchers and students)

« JSl research areas
— Information and communication technologies
— chemistry, biochemistry & nanotechnology
— physics, nuclear technology and safety

« Jozef Stefan International Postgraduate School (IPS,
founded in 2004)

— offers MSc and PhD programs (ICT, nanotechnology,
ecotechnology)

— research oriented, basic + management courses
— In English
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Department of Knowledge Technologies

 Head: Nada Lavrag,
» Staff: 45 (30 researchers, 10 students, 5 tech/admin)

 Machine learning & Data mining
— ML (decision tree and rule learning, subgroup discovery, ...)
— Text and Web mining
— Relational data mining - inductive logic programming
— Equation discovery

* Other research areas:
— Semantic Web and Ontologies
— Knowledge management
— Decision support
— Human language technologies

* Applications:
— Medicine, Bioinformatics, Public Health
— Ecology, Finance, ...
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Data Mining 2017/2018 Logistics:
Course participants

Contacts: http://kt.ijs.si/petra kralj/dmkd.html
— Nada Lavra¢, Bojan Cestnik, Petra Kralj Novak, Martin Znidarsi¢
— Petra Kralj Novak: petra.kralj.novak@ijs.si

IPS ICT3 students Misel Cevzar
Darko Duji¢
10 ECTS David Gojo

Data mining and knowledge discovery

Knowledge Technologies Module Aljosa Vodopija



http://kt.ijs.si/petra_kralj/dmkd.html

Course Schedule - 2017/18

Wednesday

18.10.2017

17-19h

prof. Nada Lavrac

IPS Lecture hall

Wednesday

25.10.2016

15-17h

prof. Bojan Cestnik

17h-19h

dr. Petra Kralj Novak

IPS Lecture hall

dr. Petra Kralj Novak: Reading club
Dr. Martin Znidarsi¢: Reading club

IPS Lecture hall

15-16h

written exam (2 ECTS) - dr. Petra Kralj
Novak

16-18h

seminar proposals topic discussion -
dr. Petra Kralj Novak

IPS Lecture hall

15-19h

Seminars

IPS Lecture hall

15-19h

spare term for seminars

IPS Lecture hall




Data Mining: PhD Credits and Coursework

« Attending lectures
« Attending reading club

« Optional: Attending ICT2 theory exercises and hands-on
(intro to WEKA by dr. Petra Kralj Novak)

« Written exam (40%)
« Seminar (60%):
— Data analysis of your own data (e.g., using WEKA for
guestionnaire data analysis)

— Implementing a selected data mining workflow in the
ClowdFlows data mining platform

— .... own Initiative is welcome ...



Data Mining: PhD Credits and coursework

Exam: Written exam (60 minutes) - Theory
Seminar: topic selection + results presentation

* One hour available for seminar topic discussion — one page
written proposal defining the task and the selected dataset

* Deliver written report + electronic copy (4 pages in
Information Society paper format, instructions on the web)

— Report on data analysis of own data needs to follow the
CRISP-DM methodology

— Report on DM SW development needs to include SW
compatible with the ClowdFlows I/O requirements

— Presentation of your seminar results (15 minutes each: 10
minutes presentation + 5 minutes discussion)



Outline

JSI & Knowledge Technologies

Introduction to Data Mining and KDD
— Data Mining and KDD process
— DM standards, tools and visualization
— Classification of Data Mining techniques: Predictive
and descriptive DM
Selected Data Mining techniques:

Advanced subgroup discovery techniques
and applications

Relation between data mining and text
mining
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Part |. Introduction

Data Mining in a Nutshell
Data Mining and the KDD process
DM standards and tools

11



What is DM

» Extraction of useful information from data:
discovering relationships that have not
previously been known

* The viewpoint in this course: Data Mining Is

the application of Machine Learning
techniques to solve real-life data analysis

problems

12
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Machine Learning and Data Mining

data
Person Age Spect. presc. Astigm. Tear prod. Lenses knOWIGdge discovery
o1 17 myope no reduced NONE
02 23 myope no normal SOFT from data
03 22 myope yes reduced NONE
04 27 myope yes normal HARD
05 19 hypermetrope no reduced NONE 1 1
014 35 hypermetrope no normal SOFT g g
015 43 hypermetrope yes reduced NONE Data Mlnlng
016 39 hypermetrope yes normal NONE
017 54 myope no reduced NONE
018 62 myope no normal NONE
019023 .. model, patterns, ...
024 56 hypermetrope yes normal NONE
data

Given: class labeled data
Find: a classification model, a set of interesting patterns



Machine Learning and Data Mining

data
Person Age Spect. presc. Astigm. Tear prod. Lenses knOWIGdge discovery
o1 17 myope no reduced NONE
02 23 myope no normal SOFT from data
03 22 myope yes reduced NONE
04 27 myope yes normal HARD
05 19 hypermetrope no reduced NONE
06-013 43
014 35 hypermetrope no normal SOFT Data Mlnlng
015 43 hypermetrope yes reduced NONE
016 39 hypermetrope yes normal NONE
017 54 myope no reduced NONE
018 62 myope no normal NONE
019023 .. model, patterns, ...
024 56 hypermetrope yes normal NONE
data

Given: class labeled data
Find: a classification model, a set of interesting patterns

symbolic model

new unclassified instance | classified instance symbolic patterns N
. A

black box classifier explanation i O

no explanation s

14



Contact lens data

Person Age Spect. presc. Astigm. | Tear prod. Lenses
Ol 17 myope no reduced NONE
02 23 myope no normal SOFT
O3 22 myope yes reduced NONE
O4 27 myope yes normal HARD
O5 19 hypermetrope no reduced NONE

06-013
O14 35 hypermetrope no normal SOFT
015 43 hypermetrope yes reduced NONE
016 39 hypermetrope yes normal NONE
O17 54 myope no reduced NONE
018 62 myope no normal NONE

019-023

024 56 hypermetrope yes normal NONE



Pattern discovery in Contact lens data

Person Age Spect. presc. | Astigm. Tear prod.  Lenses
Ol 17 myope no reduced NONE
02 23 myope no normal SOFT
O3 22 myope yes reduced NONE
O4 27 myope yes normal HARD
O5 19 hypermetrope no reduced NONE

06-013 .
Oo14 35 hypermetrope no normal SOFT
015 43 hypermetrope yes reduced NONE
016 39 hypermetrope yes normal NONE
017 54 myope no reduced NONE
018 62 myope no normal NONE

019-023 .
024 56 hypermetrope yes normal NONE

PATTERN

Rule:

IF
Tear prod. =
reduced

THEN
Lenses =
NONE



Learning a classification model from

17

contact lens data

Person Age Spect. presc.| Astigm. Tear prod. Lenses
01 young myope no reduced NONE
02 young myope no normal SOFT
03 young myope yes reduced NONE
o4 young myope yes normal HARD
05 young | hypermetrope no reduced NONE

06-013
014  ore-presbyc hypermetrope no normal SOFT
015 ore-presbyc hypermetrope yes reduced NONE
016 ore-presbyc hypermetrope yes normal NONE
017 presbyopic myope no reduced NONE
018 preshyopic myope no normal NONE

019-023
024  preshyopic hypermetrope yes normal NONE

Data Mining

reduced /

NONE

N:)rmal

no/

SOFT spect. pre.

myope/ \hypermetrope

HARD NONE




Decision tree classification model
learned from contact lens data

nodes: attributes
arcs: values of attributes
reduced \

normal leaves: classes
NONE astigmatism

I'ID/ yes

SOFT

spect. pre.

myope / \hypermetrupe

HARD NONE




Learning a decision tree classification
model

reduced{//' &“ahxhﬂfnnal

NONE
I'IO/

SOFT

spect. pre.

lnyop%/// \\\rypennenope

HARD NONE

Using Gain(S,A) heuristic for determining the most
Informative attribute

Gain(S,A)=E(S)- > p,-E(S,)
Gain(S,A) estimates the redﬁ/cez\t/?(l)uﬁs(cff) entropy of set S after

splitting into subsets based on values of attribute A



Entropy

* S -training set, C,,...,C, - classes

* Entropy E(S) — measure of the impurity of
training set S

N
E (S):_Z p..log. p. P, - prior probability of class C,
=1

(relative frequency of C_ in S)

* Entropy In binary classification problems

E(S) = - p.log,p, - p.log,p.



Entropy

E(S) = - p.log,p. - p.log,p.
The entropy function relative to a Boolean

classification, as the proportion p, of positive
examples varies between 0 and 1

0o /\

08 / N\
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@ o0 / \
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£ 04 / \
0a 1] \
o1 1 \
o !

0 0,2 0,4 0.6 0,8 1 Pt




Entropy — why ?

Entropy E(S) = expected amount of information (in
bits) needed to assign a class to a randomly drawn
object in S (under the optimal, shortest-length
code)

Why ?
Information theory: optimal length code assigns
- log,p bits to a message having probability p

So, In binary classification problems, the expected
number of bits to encode + or — of a random
member of S Is:

p.(-log,p,)+ p.(-log,p.) =-p,log,p, - p_log,p.



Pruning of decision trees

* Avoid overfitting the data by tree pruning

* Pruned trees are
— less accurate on training data
— more accurate when classifying unseen data




Prediction of breast cancer recurrence:
Tree pruning

Degree_of_malig

<3 > 3
Tumor_size Involved_nodes
<15 > 15 <3 > 3
Age no_recur 125 no_recur 30 no_recur 27

recurrence 39 recurrence 18 recurrence 10

<4

no_recur 4
recurrence 1

no_rec 4 recl
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Accuracy and error

Accuracy: percentage of correct classifications
— on the training set
— 0N unseen instances

How accurate is a decision tree when classifying unseen
Instances

— An estimate of accuracy on unseen instances can be computed,
e.g., by averaging over 4 runs:
 split the example set into training set (e.g. 70%) and test set (e.g. 30%)

* induce a decision tree from training set, compute its accuracy on test
set

Error = 1 - Accuracy
High error may indicate data overfitting



Overfitting and accuracy

 Typical relation between tree size and accuracy

0.9
0.85 —
0.8 /_/
0.75 /_/
0.7 / \ ;/_
0.65 /
0.6
0.55
0.5 : : : : :
0 20 40 60 80 100

120

— On training data
— On test data

* Question: how to prune optimally?

26



Learning a classification model
from contact lens data

Person Age Spect. presc. Astigm. Tear prod. Lenses
01 17 myope no reduced NONE
02 23 myope no normal SOFT
03 22 myope yes reduced NONE
04 27 myope yes normal HARD
05 19 hypermetrope no reduced NONE

06-013

014 35 hypermetrope no normal SOFT
015 43 hypermetrope yes reduced NONE
016 39 hypermetrope yes normal NONE
017 54 myope no reduced NONE
018 62 myope no normal NONE
019-023
024 56 hypermetrope yes normal NONE

lenses=NONE « tear production=red

Data Mining
tear prod.
reduced/ Ni)rmal
NONE astigmatism

no/

SOFT

myope /

HARD

spect. pre.

i hypermetr:

lenses=NONE « tear production=normal AND astigmatism=yes AND
spect. pre.=hypermetrope

lenses=SOFT <« tear production=normal AND astigmatism=no

lenses=HARD <« tear production=normal AND astigmatism=yes AND

spect. pre.=myope
lenses=NONE «



Classification rules model learned
from contact lens data

lenses=NONE « tear production=reduced
lenses=NONE « tear production=normal AND
astigmatism=yes AND
spect. pre.=hypermetrope
lenses=SOFT <« tear production=normal AND
astigmatism=no
lenses=HARD <« tear production=normal AND
astigmatism=yes AND
spect. pre.=myope
lenses=NONE «



Task reformulation: Binary Class Values

Person Age Spect. presc.| Astigm. Tear prod.. Lenses
o1 17 myope no reduced NO
02 23 myope no normal YES
03 22 myope yes reduced NO
O4 27 myope yes normal YES
05 19 hypermetrope no reduced NO

06-013 .
014 35 hypermetrope no normal YES
015 43 hypermetrope yes reduced NO
016 39 hypermetrope yes normal NO
017 54 myope no reduced NO
018 62 myope no normal NO

019-023 .
024 56 hypermetrope yes normal NO

Binary classes (positive vs. negative examples of Target class)
- for Concept learning tasks
- classification and class description
- “one vs. all” multi-class learning



Learning from Numeric Class Data

Person Age Spect. presc.| Astigm. Tear prod. LensPrice
o1 17 myope no reduced 0
02 23 myope no normal 8
03 22 myope yes reduced 0
O4 27 myope yes normal 5
05 19 hypermetrope no reduced 0

06-013
014 35 hypermetrope no normal 5
015 43 hypermetrope yes reduced 0
016 39 hypermetrope yes normal 0
017 54 myope no reduced 0
018 62 myope no normal 0

019-023
024 56 hypermetrope yes normal 0

Numeric class values — regression analysis



Learning from Unlabeled Data

Person Age Spect. presc. Astigm. Tear prod.\ Lenses /
o1 17 myope no reduced
02 23 myope no normal
03 22 myope yes reduced
04 27 myope yes normal
05 19 hypermetrope no reduced

06-013 .
014 35 hypermetrope no normal
015 43 hypermetrope yes reduced
016 39 hypermetrope yes normal
017 54 myope no reduced
018 62 myope no normal

019-023 .
024 56 hypermetrope yes normal

Unlabeled data - clustering: grouping of similar instances
- association rule learning



Why learn and use symbolic models

Given: the learned classification model
(a decision tree or a set of rules)

Find: the class label for a new unlabeled instance



Why learn and use symbolic models

Given: the learned classification model
(a decision tree or a set of rules)

Find: the class label for a new unlabeled instance

new unclassified instance classified instance



Why learn and use symbolic models

Given: the learned classification model
(a decision tree or a set of rules)

Find: - the class label for a new unlabeled instance

new unclassified instance classified instance

- use the model for the explanation of classifications of
new data instances
- use the discovered patterns for data exploration



First Generation Data Mining

* First machine learning algorithms for

— Decision tree and classification rule learning in 1970s
and early 1980s, by Quinlan, Michalski et al., Breiman et
al., ...

» Characterized by
— Learning from simple tabular data
— Relatively small set of instances and attributes

 Lots of ML research followed in 1980s

— Numerous conferences ICML, ECML, ... and ML
sessions at Al conferences |JCAI, ECAI, AAAI, ...

— Extended set of learning tasks and algorithms
addressed
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Data Mining and the KDD process
DM standards and tools




Data Mining and KDD

« KDD is defined as “the process of identifying
valid, novel, potentially useful and ultimately
understandable models/patterns in data.” *

« Data Mining (DM) is the key step in the KDD
process, performed by using data mining
technigues for extracting models or interesting
patterns from the data.

Usama M. Fayyad, Gregory Piatesky-Shapiro, Pedhraic Smyth: The KDD Process for Extracting
Useful Knowledge form Volumes of Data. Comm ACM, Nov 96/Vol 39 No 11



KDD Process

KDD process of discovering useful knowledge from data

Pre- Trans- Data Interpretation/
—=— processing formation Mining ==z _Evaluation NV
: ::Ii . — L ™ Py y :'}fH;Q:U =
B .1.__: | —y V7 ey
I Preprocessed ITransfnrmedI Patterns I Knowledge
Data Data
1‘_— e e ey .‘

« KDD process involves several phases:
* data preparation
 data mining (machine learning, statistics)
e evaluation and use of discovered patterns

e Data mining Is the key step, but represents only
15%-25% of the entire KDD process



MEDIANA - analysis of media research data

Pre Trans- Data lnterpretatlom‘
rocessm fcr‘mation Mmmg Eva]uauon
Target Prepcessed Transfurmed Patterns Knowledge
Data Data Data
e .‘

* Questionnaires about journal/magazine reading, watching
of TV programs and listening of radio programs, about 1200
guestions. Yearly publication: frequency of
reading/listening/watching, distribution w.r.t. Sex, Age,
Education, Buying power,..

« Data for one year, about 8,000 guestionnaires, covering
lifestyle, spare time activities, personal viewpoints,
reading/listening/watching of media (yes/no/how much),
Interest for specific topics in media, social status

e good quality, “clean” data

 table of n-tuples (rows: individuals, columns: attributes, in
classification tasks selected class)



MEDIANA — media research pilot study

Pre- Trans-

= processing formation Evaluation N
Target I Prepﬂcessed ITransfurmedI Patterns I Knowledge

Data Data Data

»

« Patterns uncovering regularities concerning:

— Which other journals/magazines are read by readers of
a particular journal/magazine ?

— What are the properties of individuals that are
consumers of a particular media offer ?

— Which properties are distinctive for readers of different
journals ?

* Induced models: description (association rules, clusters)
and classification (decision trees, classification rules)




Simplified association rules

Finding profiles of readers of the Delo daily
newspaper
1. reads_Marketing_magazine 116 >
reads Delo 95 (0.82)

2. reads_Financial News (Finance) 223 2 reads Delo 180
(0.81)

3. reads_Views (Razgledi) 201 & reads Delo 157 (0.78)
4. reads_Money (Denar) 197 & reads_Delo 150 (0.76)
5. reads Vip 181 & reads Delo 134 (0.74)

Interpretation: Most readers of Marketing magazine,
Financial News, Views, Money and Vip read also
Delo.



Simplified association rules

1. reads_Sara 332 = reads_Slovenske novice 211 (0.64)
2. reads_Ljubezenske zgodbe 283 >

reads_Slovenske novice 174 (0.61)
3. reads_Dolenjski list 520 >

reads_Slovenske novice 310 (0.6)
4. reads_Omama 154 > reads_Slovenske novice 90 (0.58)
5. reads_Delavska enotnost 177 >

reads_Slovenske novice 102 (0.58)

Most of the readers of Sara, Love stories, Dolenjska
new, Omama in Workers new read also Slovenian
news.



Simplified association rules

1. reads_Sportske novosti 303 >
reads_Slovenski delnicar 164 (0.54)

2. reads_Sportske novosti 303 >
reads_Salomonov oglasnik 155 (0.51)

3. reads_Sportske novosti 303 >
reads_Lady 152 (0.5)

More than half of readers of Sports news reads
also Slovenian shareholders magazine,
Solomon advertisements and Lady.



Decision tree

Finding reader profiles: decision tree for classifying people
Into readers and non-readers of a teenage magazine
Antena.

29 Age 29

Doesn’t read Visiting Disco Clubs

7S

Interest in music, astrology, Interest in astrology

travel and scandals
yes
n/ yes

Gender Reads

Doesy’t read Reads
mﬁy \emale

Doesn’t read

/\

Reads Doesn’t read
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CRISP-DM

* Cross-Industry Standard Process for DM

« A collaborative, 18-months partially EC
founded project started in July 1997

* NCR, ISL (Clementine), Daimler-Benz, OHRA
(Dutch health insurance companies), and SIG
with more than 80 members

DM from art to engineering

* Views DM more broadly than Fayyad et al.
_(actually DM is treated as KDD process):

- Pre- Trans- Data Interp ret"ttlom‘
e | Selectmn processmg formation Mining s
[ L b 7 | - p -‘ii?‘\_éﬁ‘:;}:.‘- W2
= —L li,_._‘) .l L =3\WhZs

Target Preprocessed Transformed Patterns Knowledge
Data Data
i X

Data




CRISP Data Mining Process




DM tools

- KDNuggets Directory: Data Mining and Knowledge Discovery - Netscape

File Edit “iew Go Communicator Help

JT Bookmarks A% Location: |ttp: A kdnuggets.com/ j @'What's Related ﬂ
KDNuggets.com Path: EDMuecets Home - =
ﬁ”—"“,“ﬂf—ts Tools (Siftware) for Data Mining and Knowledge Discovery

ewsletter
Tools Email new subtrissions and changes to editori@lkdnuggets.com

EZ

Companies
Johs + duites supporting multiple discovery tasks and data preparation
Courses + Classification -- for building a classification model
SRO0-H9" Approach: Multiple | Decision tree | Fules | Heural network | Bayesian | Other
Solutions + Clustering - for finding clusters or segnents
Wehsites + Statistics, Estimation and Regression
References + Links and Associations - for finding linkes, dependency networkes, and associations
Meetings + deguential Pattems - tools f-::-.r findmg seguential patte.rns.
Datasets + ¥isualization - scientific and discovery-onented wsualization

+ Text and Weh Mining

+ Deviation and Fraud Detection e
+ Reporting and Summarization
+ Data Transformation and Cleaning

‘| | ¥ + OLAP and Dimensional Analysis =
E|#| | Document: Done =T = e v




Orange: Visual programming and
visualization

svs I::Iassh .
e

DD IRN [ |

rnarm

D_dya

Dizcretize Linear Projection

aanl

-» clazs=emb

ahvp=pes aarh=yes -» clasz=emb

D_fibr=+4.20 ecghlv=no -» clazz=emb

0 _chol=¢=6.90 D_fibr=>4.20 hypo=no - clazz=emb
0 _age=r66.00 fhiz=yes -» clazsz=emb
0_age=r66.00 D_chol=<=6.90 - clazz=emb
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Other Second Generation Data Mining
Platforms

WEKA, KNIME, RapidMiner, Orange, ...

(]

— Include numerous data mining algorithms

— enable data and model visualization

— like Taverna, WEKA, KNIME, RapidMiner, Orange
also enable complex workflow construction



Building scientific workflows

consists of simple operations on workflow

elements
« drag m _—
« drop l@[ F/\"”D
« connect F <>~7

suitable for non-experts

good for representing complex procedures
allow users to publicly upload their workflows
so that they are available to a wider
audience, perfect for experiment replication
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ClowdFlows platform

E‘"bLoc al services
"Ll Big data

» Large algorithm repository

— Relational data mining i

— All Orange algorithms

— WEKA algorithms as web services Ao
— Data and results visualization o

Finte gers

— Text analysis SO

BT MysoL

— Social network analysis SOy

L_l Moise Handling

B Objects

— Analysis of big data streams oo
- Large workflow repository 75 e

B Strings

— Enables access to our

"L_l Visual performance evaluation {(WiperChart

technology heritage

Import webservice



ClowdFlows user Interface

[ Werkflow editer

€& - C'  [4 dowdflows.org/workflows/

o & &

Ol 8| @& T

© Hello! Welcome to ClowdFlows. Start by clicking on widgets in the treeview on the left side!

Snowden sentiment analysis

Search ‘

F=Local services

F(IRio3graph

0 Decision Support W
B IFjles

E-Cp

B Ontegers '

BT MysQL

ST

B0 Noise Handling

B Objects

B 0range

B Performance Evaluation
(I ScildtAlgorithms
E=streaming

B (7 Streaming Visualizations

Add neutral zone
¥ Filter tweets by lansuage

% Remove words from tweets

D RSS Reader

1} simulate stream from Gamasystem csv
1) Simulate stream from text file

“{ Sliding Window

< 5plit positive and negative tweets

0 Tweet Sentiment Analysis

1 Twitter

B strings

B Testing

B visual performance evaluation (ViperCharts)
ECiweka

F-CI5ubprocess widgsts

FCIWSDL Imports

dget repository

Itwl\’_/

Itw

Itw ﬁ Itw =

Tweet Sentiment I
Analysis

glm

Twitter

Itw (‘,
Filter tweets by
language

Itw{

Sentiment graph

st l‘{ Ist

widget

ltwq

Display tweets
@

Ist l:& Ist ==

Sliding Window

LB
Xy
Split positive and \\‘};‘t [
negative tweets
Sliding Window
©

workflow canvas

Itwq

Positive tweets

Itw®

Negative word cloud

Import webservice

Welcome to ClowdFlows.

This is the console where success and error messages are logged.



“Big Data” Use Case

« Real-time analysis of big data streams

« Example: semantic graph construction from news
streams. http://clowdflows.org/workflow/1729/.

2 e 3
url url ; txt str tri tri - tri st & & st tri
TLDR w _/\

RSS Reader Summarize news Triplet Extraction WordNet lemmatizer  Sliding Window Streaming triplet
article on triplets ~ graph

« Example: news monitoring by graph e
visualization (graph of CNN RSS feeds) -~ = . .

http://clowdflows.org/streams/data/31/1 e



“Big Data” Use Case

* Analysis of positive/negative sentiment of tweets In
real time: http://clowdflows.org/workflow/1041/.

ltw I%

Sentiment graph

Ist @% Ist ltw i‘% ltw L%
_ X Sliding Window Display tweets Positive tweets
ll ' | ltw ltw Y ltw ltw |ﬁ ltw
Twitter Filter tweets by Tweet Sentiment Ist ‘-'_;f% Ist
language Analysis ltw @
ltw ( ptw Sliding Window
; Positive Word Cloud
ntw

Split positive and

Ist | S@%e | Ist S
negative tweets \ ltw ‘L‘{}
Sliding Window Negative tweets

ltw @

Negative word cloud



Part |: Summary

KDD is the overall process of discovering useful
knowledge in data

— many steps including data preparation,
cleaning, transformation, pre-processing

Data Mining is t
— DM takes on

ne data analysis phase in KDD
y 15%-25% of the effort of the

overall KDD

DIOCEeSS

— employing techniques from machine learning
and statistics

Predictive and descriptive induction have
different goals: classifier vs. pattern discovery

Many application areas
Many powerful tools available



Outline

JSI & Knowledge Technologies

Introduction to Data mining and KDD
— Data Mining and KDD process
— DM standards, tools and visualization
— Classification of Data Mining techniques: Predictive
and descriptive DM
Selected data mining techniques:

Advanced subgroup discovery techniques
and applications

Relation between data mining and text
mining

58



Selected Data Mining Techniques
Outline

@) Subgroup discovery
» Relational data mining and
propositionalization in a nutshell

* Semantic data mining: Using ontologies in
SD

959
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Task reformulation: Binary Class Values

Person Age Spect. presc. Astigm. Tear prod.. Lenses
o1 17 myope no reduced NO
02 23 myope no normal YES
03 22 myope yes reduced NO
O4 27 myope yes normal YES
05 19 hypermetrope no reduced NO

06-013
014 35 hypermetrope no normal YES
015 43 hypermetrope yes reduced NO
016 39 hypermetrope yes normal NO
017 54 myope no reduced NO
018 62 myope no normal NO

019-023 .
024 56 hypermetrope yes normal NO

Binary classes (positive vs. negative examples of Target class)
- for Concept learning — classification and class description
- for Subgroup discovery — exploring patterns characterizing

groups of instances of target class



Subgroup Discovery

Person Age Spect. presc. Astigm. Tear prod. . Lenses
01 17 myope no reduced NO 5
02 23 myope no normal YES SubgrOU p D|SCOVe I’y
03 22 myope yes reduced NO
04 27 myope yes normal YES
05 19 hypermetrope no reduced NO
06-013 Class YES
014 35 hypermetrope no normal YES
015 43 hypermetrope yes reduced NO 2
016 39 hypermetrope yes normal NO
017 54 myope no reduced NO
018 62 myope no normal NO
019-023 o
024 56 hypermetrope yes normal NO

Class NO

« A task in which individual interpretable patterns in the

form of rules are induced from data, labeled by a

predefined property of interest.

« SD algorithms learn several independent rules that
describe groups of target class examples

— subgroups must be large and statistically significant
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Classification versus Subgroup Discovery

« Classification (predictive induction) -
constructing sets of classification rules
— aimed at learning a model for classification or prediction
— rules are dependent

« Subgroup discovery (descriptive induction) —
constructing individual subgroup describing
rules

— aimed at finding interesting patterns in target class
examples
 large subgroups (high target class coverage)
 with significantly different distribution of target class examples
(high TP/FP ratio, high significance, high WRAcc

— each rule (pattern) is an independent chunk of knowledge
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Classification versus Subgroup discovery

63




64

Subgroup discovery task

Task definition (Kloesgen, Wrobel 1997)

— Given: a population of individuals and a property
of interest (target class, e.g. CHD)

— Find: "most interesting’ descriptions of population
subgroups
 are as large as possible
(high target class coverage)
* have most unusual distribution of the target

property
(high TP/FP ratio, high significance)



Subgroup discovery example: ”
CHD Risk Group Detection

Input: Patient records described by stage A (anamnestic),
stage B (an. & lab.), and stage C (an., lab. & ECG)
attributes

Task: Find and characterize population subgroups with high
CHD risk (large enough, distributionally unusual)

From best induced descriptions, five were selected by the
expert as most actionable for CHD risk screening (by GPs):

CHD-risk « male & pos. fam. history & age > 46
CHD-risk « female & bodymassindex > 25 & age > 63
CHD-risk « ...

CHD-risk « ...

CHD-risk « ...
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Characteristics of SD Algorithms

« SD algorithms do not look for
a single complex rule to
describe all examples of
target class YES (all CHD-
risk patients), but several
rules that describe parts
(subgroups) of YES.

« Standard rule learning
approach: Using the
covering algorithm for rule
set construction

Class YES

Class NO




Covering algorithm

Positive examples Negative examples

67



Covering algorithm

Positive examples

Rulel: Cl=+ « Cond2 AND Cond3
] Negative examples

AV
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Covering algorithm

N Rulel: Cl=+ « Cond2 AND Cond3
Positive examples T Negative examples

Y
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Covering algorithm

Positive examples

Rulel: Cl=+ « Cond2 AND Cond3
] Negative examples

QY

Rule2: Cl=+ « Cond8 AND Condé6

70
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Characteristics of SD Algorithms

« SD algorithms do not look for

a single complex rule to
describe all examples of
target class YES (all CHD-
risk patients), but several
rules that describe parts
(subgroups) of YES.

Advanced rule learning
approach: using example
weights in the weighted
covering algorithm for
repetitive subgroup
construction and in the rule

guality evaluation heuristics.

Class YES

Class NO
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Weighted covering algorithm for
rule set construction

CHD patients other patients

1.0 1.0 1.0

1.0 30 10 4

1.0 1.0 ;4 1.0

. 1.0
1.0 ;0

1.0
1.0 1.0

1.0
1.0 .
1.0 1.0

1.0

« For learning a set of subgroup describing rules, SD
Implements an iterative weigthed covering algorithm.

« Quality of a rule is measured by trading off coverage
and precision.
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Weighted covering algorithm for
rule set construction

CHD patients Y other patients

Rule quality measure in SD: q(Cl <~ Cond) = TP/(FP+q)

Rule quality measure in CN2-SD: WRAcc(Cl «-Cond) = p(Cond) x
[P(Cl | Cond) — p(Cl] = coverage x (precision — default precision)

*Coverage = sum of the covered weights, *Precision = purity of the covered examples



Weighted covering algorithm for
rule set construction

CHD patients other patients

1.0 1.0 1.0

1.0 30 1.0 1.0

1.0 1.0 1.0 1.0

1.0
1.0 1.0
1.0

1.0

In contrast with classification rule learning algorithms (e.g. CN2),
the covered positive examples are not deleted from the training
set in the next rule learning iteration; they are re-weighted, and a
next ‘best’ rule is learned.
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Subgroup visualization

1
B1

B2
Al

The CHD task: Find,
characterize and visualize
population subgroups with high
CHD risk (large enough,
distributionally unusual, most
actionable)
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Induced subgroups and their statistical
characterization

Subgroup A2 for femle patients:

High-CHD-risk IF
body mass index over 25 kg/m? (typically 29)
AND
age over 63 years

Supporting characteristics (computed using K2
statistical significance test) are: positive family
history and hypertension. Women in this risk group
typically have slightly increased LDL cholesterol
values and normal but decreased HDL cholesterol

values.



SD algorithms in the Orange DM
Platform

« SD Algorithms in
Orange

— SD (Gamberger & Lavrac,
JAIR 2002

— APRIORI-SD (Kavsek &
Lavrac, AAIl 2006

— CN2-SD (Lavrac et al.,
JMLR 2004): Adapting CN2
classification rule learner to
Subgroup Discovery

» Weighted covering algorithm

* Weighted relative accuracy
(WRACcc) search heuristics,
with added example
weights

D_fibr=>4 20 ecghlv=na -+ class=emb
. D_chol=c=6.90 D_fibr=>4.20 hypo=no -> class=emb
. [_age=366.00 fthiz=pes -» class=emb
[_age=»B6.00 D_chol=<=6.90 > class=emb




SD algorithms in Orange and *
Oranged4WsS

 Orange  Oranged4WS (Podpecan
— classification and subgroup 2010)

discovery algorithms — Web service oriented

— data mining workflows — supports workflows and

— visualization other Orange functionality
— developed at FRI, Ljubljana _ jncludes also
« WEKA algorithms
= * relational data mining
« semantic data mining with
ontologies

— Web-based platform is
under construction

D_fibr=>4.20 ecghlv=no -» class=emb
[_chol=¢=6.90 D_fibr=>4.20 hypo=no -> clazz=emb

[_age=>66.00 fhiz=pes -» clazz=emb
0.5 [_age=»66.00 D_chol=<=6.90 -> clazs=emb




Selected Data Mining Techniques
Outline

* Subgroup discovery

) Relational data mining and
propositionalization in a nutshell

* Semantic data mining: Using ontologies in
SD

79



Relational Data Mining (Inductive
Logic Programming) in a nutshell

customer

ID [Zip 5. [Solm |A[CI[Re .
/ x|t jcome Befub |5 knowledge discovery
/ 3478(34677|m |si [60-70|32|me nr from data
3479|43666|f |ma|80-90|45|\nm|re
/ order . L.
e [ T [ ficae: Relational Data Mining
3478 214026712 | |regular |cash
3478 3446778|12 express [check
3478 4728386|17 regular |check
3479 323344417 xpress |credit
M9 [3a7ss612 kim credit model, patterns, ...

store

Store ID|Size [Type Location

12 small (franchise|city
17 large |indep  |rural

Relational representation of customers, orders and stores.

Given: a relational database, a set of tables. sets of logical
facts, a graph, ...
Find: a classification model, a set of interesting patterns



Relational Data Mining (ILP)

Learning from multiple

tables
— patient records Mutagenesis
con_necteddwith other @
atient an

gemogr aphic =
Information ‘

Complex relational 2

problems:

— temporal data: time
series in medicine, ...

— structured data:
representation of
molecules and their
properties in protein
engineering,
biochemistry, ...

81



Sample ILP problem:
East-West trains

1. TRAINS GOING EAST 2. TRAINS GOING WEST




Relational data representation

HEHpogHBS

TRAIN_TABLE

TRAIN EASTBOUND

LOAD CAR OBJECT NUMBER
11 cl circle 1 t1 TRUE
12 c2  hexagon 1 t2 TRUE
13 c3  triangle 1
14 ¢4 rectangle 3 t6 EAL SE

CAR TRAIN  SHAPE LENGTH ROOF WHEELS
cl tl rectangle short none 2
c2 (9 rectangle long none 3
c3 tl rectangle short peaked 2
c4 (9 rectangle long none 2




Relational data representation

- 2

O

Hoog HU J

TRAIN_TABLE

LOAD CAR OBJECT = NUMBER TRAIN EASTBOUND
11 cl circle 1 t1 TRUE
12 c2  hexagon 1 t2 TRUE
13 ¢3  triangle 1
14 c4 rectangle 3 t6 EAL SE

CAR TRAIN  SHAPE LENGTH ROOF WHEELS
cl tl rectangle short none 2
c2 (9 rectangle long none 3
c3 tl rectangle short peaked 2
c4 (9 rectangle long none 2

Train

Load

car




Propositionalization in a nutshell

o H_ o H.a Hoog ] H .

Propositionalization task

Transform a multi-relational
(multiple-table)
representation to a
propositional representation
(single table)

Proposed in ILP systems
LINUS (Lavrac et al. 1991, 1994),

1BC (Flach and Lachiche 1999), ...

TRAIN_TABLE
LOAD CAR OBJECT  NUMBER TRAIN EASTBOUND
11 cl circle 1 t1 TRUE
[2 c2  hexagon 1 t2 TRUE
13 ¢3  triangle 1
14 ¢4 rectangle 3 I t6 FAL SE
CAR TRAIN SHAPE LENGTH ROOF WHEELS
cl tl rectangle short none 2
c2 (9 rectangle long none 3
c3 tl rectangle short peaked 2
c4 tl rectangle long none 2




Propositionalization in a nutshell

- . N : TRAIN_TABLE
Main propositionalization step: . .. ot waos e s
first-order feature construction |, ; ... . I — I

f1(T):-hasCar(T,C),clength(C,short). TI

fZ(T):-hasCar(T,C), hasLoad(C,L), CAR TRAIN SHAPE LENGTH ROOF WHEELS
. cl tl rectangle short none 2
|OadShape(L,CII‘C|e) c2 tl rectangle long none 3 I
. c3 tl rectangle short peaked 2
f3(T) CNETTY c4 tl rectangle long none 2

Propositional learning:

t(T) « f1(T), f4(T) PIRQIPOSIITI@NAIL TRAIN_TABLE
train(T) f1(T)  f2(T) £3(T)  f4(T) £5(T)
t1l t t f t t
Relational interpretation: :2 ]f : : ]f ]f
t f t f f

eastbound(T) < t4
hasShortCar(T),hasClosedCar(T).




Relational Data Mining through

Propositionalization

Step 1

Propositionalization

customer
D |Zip |3 |80 In_|A|CI |Re
/ ex|St |come |ge|yh [sP
3478|34677|m |si |60-70|32|me |nr
3479(43666(f |ma|80-90/45nm|re
order
Clstomer [Qrder |Store |Delivery |Paymt
D D D} |Mode = |Mode
3478 214026712 regular |cash
3478 344677812 express |check
3478 472838617 regular  |check
3479 3233444|17 xpress  |credit
3479 3475886(12 gular |credit
store
Store ID[Size [Type [Location
12 small |franchige |city
17 large [indep  [rural

Relational representation of customers, orders and stores.

fl | f2 | £3 | f4 | £5 | £6 fn
gl (ool jryofoj1jo0j1)1
gzl o1 (1o |1 j1ryofojoj1y110
gg| o (1 (1)1 opocyrf1rjojo|0og1
0 T 5 1 O I I A 1
gh| 1 (110 |joqj1yofL1|1)o|1 0
gbyo (o1 j1rojoyofijojojog1
740 1 A A 1 A
L2 I 1 I I IR U A
v 1 I




Relational Data Mining through

Propositionalization

customer
D |Zip |3 |80 In_|A|CI |Re
/ ex|St |come |ge|yh [sP
3478|34677|m |si |60-70|32|me |nr
3479(43666(f |ma|80-90/45nm|re
order
Clstomer [Qrder |Store |Delivery |Paymt
D D D} |Mode = |Mode
3478 214026712 regular |cash
3478 344677812 express |check
3478 472838617 regular  |check
3479 3233444|17 xpress  |credit
3479 3475886(12 gular |credit
store
Store ID[Size [Type [Location
12 small |franchige |city
17 large [indep  (rural

Relational representation of customers, orders and stores.

Step 1

Propositionalization

Step 2

Data Mining

fl | f2 | £3 |4 | £5 | f6 fn
gl (oo |11 j1rfo 01401 (1
2 O T A O 1 v I A I A
gg| o (111 (opofry1rjoy0|n0f1
I 5 1 O A I A A
gh| 1 (110 foqj1fo 1|10l
gl o (o1 1 (ojofoprjoyoj0fl
4 A I 1 A I A I B
L0 I A 1 A I A RV A
g1 (o111 jof1rpojoy1j0f1

fl | f2 | £3 | f4 | £5 | £6 fn
gl (ool jryofoj1jo0j1)1
gzl o1 (1o |1 j1ryofojoj1y110
gg| o (1 (1)1 opocyrf1rjojo|0og1
0 T 5 1 O I I A 1
gh| 1 (110 |joqj1yofL1|1)o|1 0
gbyo (o1 j1rojoyofijojojog1
740 1 A A 1 A
L2 I 1 I I IR U A
v 1 I

>

model, patterns, ...




Relational Data Mining in Orange4WS

« Propositionalization workflow in Orange4WsS

« RSD as a service for propositionalization through
efficient first-order feature construction Mutagenesis __
f121(M):- hasAtom(M,A), atomType(A,21) \5
f235(M):- lumo(M,Lu), lessThr(Lu,1.21)
* subgroup discovery using CN2-SD
mutagenic(M) « featurel21(M), feature235(M)

L 11
o >7_ — .I'F Vie
e i< % ——a—a
( 2 LF,,V"V Propositionalization ‘ utes Serialize ExampleTable APriori-SD View rules
Load backgr. knowledge b ) ' )

S—— rl ﬂ},

- r— * o

Serialize ExampleTable2 ~ CN2-SD
:

BeamSearch-SD



Selected Data Mining Techniques
Outline

« Subgroup discovery

» Relational data mining and
propositionalization in a nutshell

j>Semantic data mining: Using ontologies in
SD
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Semantic Data Mining in Oranged4dWS

» EXploiting semantics in data mining
— Using domain ontologies as background knowledge for
data mining
« Semantic data mining technology: a two-step
approach

— Using propositionalization through first-order feature
construction

— Using subgroup discovery for rule learning
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Using domain ontologies (e.g. Gene
Ontology) as background knowledge for
Data Mining

Gene Ontology

12093 biological process .. . ... componeen | ke p—
1812 cellular components / L L L
7459 molecular functions T EE—— ‘ s

biopolymer metabolism catabolism macromolecule metabolism primary metabolism cellular metabolism intrinsic to membrane peptidase activity

biopolymer catabolism macromolecule catabolism protein metabolism cellular catabolism

Joint work with
lgor TrajkovskKi
and Filip Zelezny
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Using domain ontologies (e.g. Gene
Ontology) as background knowledge for
Data Mining

First-order features, describing

gene properties and relations . . g e
between genes, can be viewed 7 | |
as generalisations of individual oot prcess. ol proces -
genes
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First order feature construction

First order features with support > min_support

f(7,A):-function(A,'G0O:0046872").
f(8,A):-function(A,'G0O:0004871").
f(11,A):-process(A,'G0O:0007165").
f(14,A):-process(A,'G0O:0044267").
f(15,A):-process(A,'G0O:0050874").
f(20,A):-function(A,'G0:0004871"), process(A,'G0O:0050874").
f(26,A):-component(A,'G0:0016021".
f(29,A):- function(A,'G0:0046872"), component(A,'G0:0016020")
f(122,A):-interaction(A,B),function(B,'G0O:0004872").
_—" f(223,A):-interaction(A,B),function(B,'G0:0004871"),
process(B,'G0O:0009613").
f(224,A):-interaction(A,B),function(B,'G0O:0016787'),
component(B,'G0O:0043231").

existential
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Propositionalization
diffexp g1 (gene64499)
diffexp g2 (gene2534)
diffexp g3 (gene5199)
diffexp g4 (genel052)
diffexp g5 (gene6036)

random gl (gene7443)
random g2 (gene9221)
random g3 (gene2339)
random g4 (gene9657)
random g5 (genel9679)

£1 | £2 | £3 | £f4 | £5 | f6 | .. fn
gl | 1 0 0 1 1 1 0 0 1 0 1 1
g2 | o 1 1 0 1 1 0 0 0 1 1 0
g3 | o 1 1 1 0 0 1 1 0 0 0 1
gd | 1 1 1 0 1 1 0 0 1 1 1 0
g5 | 1 1 1 0 0 1 0 1 1 0 1 0
gl | © 0 1 1 0 0 0 1 0 0 0 1
g2 | 1 1 0 0 1 1 0 1 0 1 1 1
g3 | o 0 0 0 1 0 0 1 1 1 0 0
gd | 1 0 1 1 1 0 1 0 0 1 0 1




Propositional learning: subgroup

discover
y

fl |I£2 f3| f4 | £5 | £6 fn
gl| 1 ({jo|off 12|11 1
g2| oz | 1} o | 1|1 0
g3l oz |1}l 1]o0]oO 1
gd| 1 |1 |21}l o|1]1 0
gs| 1 (1|1}l o 0|1 0
gl|ofjo| 1}l 1]o0] O 1
g2| 1 (Jz | ofjfo| 1|1 1
g3| 0 0 0 0 1 0 0
gda| 1 {Jo | 1}l 2|1 ]O 1

f2 and f3
[4,0]
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Subgroup Discovery

diff. exp. genes Not diff. exp. genes

1l0 1-0 1 o

1.0 ;0 1.0 49

1.0 1.0 1.0 1.0

1.0
1.0
1.0
1.0

1.0



Subgroup Discovery

diff. exp. genes Not diff. exp. genes

1.0
1.0

1.0

1.0 .
1.0 1.0

1.0

In RSD (using propositional learner CN2-SD):

Quality of the rules = Coverage x Precision

*Coverage = sum of the covered weights

*Precision = purity of the covered genes
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Subgroup Discovery

diff. exp. genes Not diff. exp. genes

1.0 1.0 1.0

1.0 39 1.0 1.0

1.0 1.0 1.0 1.0

1.0
1.0
1.0
1.0

1.0 1.0

1.0
1.0 .
1.0 1.0

1.0

RSD naturally uses gene weights in its procedure for repetitive
subgroup generation, via its heuristic rule evaluation: weighted
relative accuracy

99
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Semantic Data Mining in two steps

« Step 1: of genes such

as
interaction(g, G) & function(G, protein_binding)

(g interacts with another gene whose functions include protein binding)

and with features as
attributes

« Step 2: Using these features to
that are differentially expressed (e.g.,
belong to class DIFF.EXP. of top 300 most differentially
expressed genes) in contrast with RANDOM genes (randomly
selected genes with low differential expression).

« Sample subgroup description:
diffexp(A) :- interaction(A,B) AND

function(B,'G0:0004871') AND
process(B,'G0:0009613")



Summary: SEGS, using the RSD ™
approach

 The SEGS approach enables to discover new
medical knowledge from the combination of gene
expression data with public gene annotation
databases

 The SEGS approach proved effective in several
biomedical applications (JBI 2008, ...)

 The work on semantic data mining - using ontologies as
background knowledge for subgroup discqvery with SEGS - was
done in collaboration with I.Trajkovski, F. Zelezny and J. Tolar

* Recent work on semantic data mining in Orange4Ws,
(generalizing SEGS to g-SEGS, SDM-SEGS, and SDM-Aleph)
done in collaboration with A. VavpeticC



Outline

JSI & Knowledge Technologies

Introduction to Data mining and KDD
— Data Mining and KDD process
— DM standards, tools and visualization
— Classification of Data Mining techniques: Predictive
and descriptive DM
Selected data mining techniques:

Advanced subgroup discovery techniques
and applications

Relation between data mining and text
mining

102



Data mining vs. text mining

Data mining:

* Instances are objects, belonging to different classes

 Instances are feature vectors, described by attribute
values

» classification model is learned using data mining
algorithms



Task reformulation: Binarization

Person Young Myope Astigm. euced te
o1 1 1 0] 1
02 1 1 0] 0]
O3 1 1 1 1
O4 1 1 1 0]
O5 1 0] 0] 1

06-013

014 0 0] 0] 0]
015 0 0] 1 1
016 0 0] 1 0]
017 0 1 0] 1
018 0 1 0] 0]
019-023
024 0 0] 1 0]

Binary features and class values



Data mining vs. text mining

Data mining:

 Instances are objects, belonging to different classes

 Instances are feature vectors, described by attribute
values

« classification model is learned using data mining
algorithms

Text mining:

* Instances are text documents

» text documents need to be transformed into feature
vector representation in data preprocessing

« data mining algorithms can then be used for learning

105 the model



Text mining:
Words/terms as binary features

Document Word1l Word?2 WordN Class
dl 1 1 0 1 NO
d2 1 1 0 0) YES
d3 1 1 1 1 NO
d4 1 1 1 0 YES
d5 1 0 0 1 NO

d6-d13
d14 0 0 0 0 YES
di5 0 0 1 1 NO
d16 0) 0 1 0 NO
d17 0) 1 0 1 NO
d18 0 1 0 0 NO

d19-d23
d24 0 0 1 0 NO

Instances = documents
Words and terms = Binary features



Text mining

Document Wordl Word?2 WordN Class
Step1 di 1 1 0 1 NO
d2 1 1 0 0 YES
d3 1 1 1 1 NO
. d4 1 1 1 0 YES
BoW vector construction 45 1 0 0 1 .
d6-d13
d14 0 0 0 0 YES
dis 0 0 1 1 NO
di6 0 0 1 0 NO
1. BoW features 417 0 1 0 1 NO
construction pom
2. Table of BoW vectors d24 0 0 1 0 o
construction
Document Wordl Word2 WordN Class
di 1 1 0 1 NO
d2 1 1 0 0 YES Stepz
d3 1 1 1 1 NO
d4 1 1 1 0 YES
d5 1 0 0 1 NO o
d6-d13 Data |\/||n|ng
di4 0 0 0 0 YES
dis 0 0 1 1 NO
die 0 0 1 0 NO
di7 0 1 0 1 NO
di8 0 1 0 0 NO
d19-d23
o4 5 5 ; 5 o model, patterns, clusters,



Text Mining process

* Text preprocessing for feature construction
— StopWords elimination
— Word stemming or lemmatization
— Term construction by frequent N-Grams construction
— Terms obtained from thesaurus (e.g., WordNet)

« BoW vector construction

« Data Mining of BoW vector table
— Text Categorization, Clustering, Summarization, ...



Text Mining from unlabeled data

Document  Word1l Word2 ... WordN
dl 1 1 0 1
d2 1 1 0 0
d3 1 1 1 1
d4 1 1 1 0
d5 1 0 0 1

d6-d13
di14 0 0 0 0
di5 0 0 1 1
d16 0 0 1 0
di17 0 1 0 1
di8 0 1 0 0

d19-d23 ...
d24 0 0 1 0

Unlabeled data - clustering: grouping of similar instances



Scientific literature in PubMed:
source of knowledge for Text Mining

PubMed

A service of the National Library of Medicine
Pu b ed and the National Institutes of Health My NCBI
5i0n In] [Fegister
www,pubmed.gov [_g_“_g_]
i Protein Genome Structure OMM  PMC Journals Books

Search Pubhted

|@ Save Search

v | for ‘autism

|’ Limits W Frevigwilndex ] History ] Clipboard ] Detalls W

Biomedical
bibliographical database

PubMed
US National Library of ey 8
Medicine -
More than 21M citations N
More than 5,600 journals

2,000 — 4,000 references
added each working day!

D1splay| Summary

‘AII:HDDB Review: 1632 .

: Scheeren AN, Stauder JE

"|Show|500 VlSmhy V|Sendtu V|

Items 1 - 500 of 11008

1 of23Ned

Farai E, Bossi M, Signonni 5, Roesi G, Bianchi PE, Lans G, Related Articles

Leber's congenital amaurosis: is there an autistic component?
Dev Med Child Neurol, 2007 Jul49(7):503-7.

AbstractlD 17993121 [Publed - 1 process)

Paya B, Fuentes 1. Related Articles

Neurobiology of autism: neuropathology and neuroimaging studies.
Actas Esp Paquiate. 2007 Jul- Aug,35(4):271-6.
PMID: 17592791 [Publled - i process)

+ Hayashi ML, Rao B3, Seo J3, Choi H3, Dolan BM, Choi 3T, Chattarji  Related Articles

3, Tonegawa 3.

Inhibition of p21-activated kinase rescues symptoms of fragile X
syndrome in mice.

Proc Natl Acad Se1 U S A 2007 Jun 25, [Epub ahead of print]

PMID: 17592138 [Publled - as supplied by publisher]

Related Articles

Broader Autisim Phenotype in Parents of Autistic Clildren: Reality or
Myth?

T Autism Dev Disord. 2007 Jun 23; [Epub ahead of print]

PMID 17588199 PubMed - 2 suonlied by oublisher]



Text Mining Example:
Clustering of PubMed Articles

Topic ldentification

Slide adapted from D. Mladenié, JSI



OntoGen Applied to Clustering of PubMed
Articles on Autistic Spectrum Disorders

risperidnne‘ synap_ltit: _ WOI’k by
e R ) eneieney Petri¢ et al. 2009

i 1
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Using OntoGen on autism-calcineurin data:
Outlier calcineurin document CN423
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