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Some machine-learning algorithms enable the learner to extend its vocabulary with new terms if, for a given a set of training examples, the learner's vocabulary is too restricted to solve the learning task. We propose a filter that selects potentially relevant terms from the set of constructed terms and eliminates terms that are irrelevant for the learning task. Restricting constructive induction (or predicate invention) to relevant terms allows a much larger explored space of constructed terms. The elimination of irrelevant terms is especially well-suited for learners of large time or space complexity, such as genetic algorithms and artificial neural networks.

To illustrate our approach to feature construction and irrelevant feature elimination, we applied our proposed relevancy filter to the 20- and 24-trains East-West Challenge problems. The experiments show that the performance of a hybrid genetic algorithm, RL-ICET, improved significantly when we applied the relevancy filter while preprocessing the dataset.

Our relevancy filter

We can view inductive concept learning as a process of searching a space of concept descriptions or hypotheses. The language bias determines the space of hypotheses to be searched. Syntactic restrictions of the hypothesis language and the vocabulary of terms in the language, as well as the vocabulary of functions and relations defined in the background knowledge, determine the language bias.

Let's consider a propositional learning task where, given a fixed set of attributes, training examples are represented by tuples of features (attribute values). If the given vocabulary is too restricted for the learning task, constructive induction can extend the hypothesis language with new terms, automatically constructed from the terms in the learner's vocabulary or generated based on the functions and relations defined in the background knowledge. The problem then becomes how to select, from the set of constructed terms, only those terms that are relevant for the given task.

The REDUCE algorithm eliminates irrelevant terms in learning tasks. In this case study, the authors use REDUCE to preprocess data for a hybrid genetic algorithm RL-ICET.
performance, particularly in terms of efficiency. But, despite the extended hypothesis language, there is no guarantee that the new vocabulary will help the learner to induce a better solution, because the new terms might be irrelevant for the task at hand.

To prevent uncontrolled expansion of the hypothesis language, we've developed a filter that distinguishes the potentially relevant terms from those that are irrelevant for the learning task. We can use the relevancy filter to eliminate the irrelevant terms while preprocessing the set of training examples. By biasing constructive induction (or predicate invention) to relevant terms only, the explored space of constructed terms can be larger, which increases the chance of successfully solving the learning task.

Our filter is directly applicable to two-class propositional learning problems described with binary-valued terms, and to those inductive logic programming tasks for which a Linus-like transformation approach is applicable. When applying the filter to a multiclass learning problem, we must transform the problem to a two-class learning problem; the transformation can be done the same way as in the well-known covering algorithms AQ and CN2. As this article describes, multivalued attributes must be transformed into a binary-valued literal form.

The relevance of literals and features

Let's consider a two-class learning problem where the training set \( E \) consists of positive and negative examples of a concept \( (E = P \cup N) \) and examples \( e \in E \) are tuples of truth values of terms in a hypothesis language. \( Z \) denotes the set of all terms, called literals.

We'll represent the training set \( E \) as a table whose rows correspond to training examples and columns correspond to literals. An element in the table has the value \( \text{true} \) when the example satisfies the condition (literal) in a column of the table; otherwise its value is \( \text{false} \).

How to achieve the required propositional representation. If the training set does not have the form of true-value tuples, a preprocessor has to transform the training set to transform it to this form. For attribute-value learning, the transformation procedure is based on analysis of the values of examples in the training set. For each attribute \( A_i \), let \( v_{ix}(x = 1..k_{ip}) \) be the \( k_{ip} \) different values of the attribute that appear in the positive examples and let \( w_{iy}(y = 1..k_{in}) \) be the \( k_{in} \) different values appearing in the negative examples. The transformation results in this set of literals \( L \):

- For discrete attributes \( A_i \), literals of the form \( A_i \leq v_{ix} \) and \( A_i = \neq w_{iy} \) are generated.
- For continuous attributes \( A_i \), literals of the form \( A_i \leq (v_{ix} + w_{iy}) / 2 \) are created for all neighboring value pairs \( (v_{ix}, w_{iy}) \), and literals \( A_i > (v_{ix} + w_{iy}) / 2 \) for all neighboring pairs \( (w_{iy}, v_{ix}) \).
- For integer valued attributes \( A_i \), literals are generated as if \( A_i \) were both discrete and continuous, resulting in literals of four different forms: \( A_i \leq (v_{ix} + w_{iy}) / 2 \), \( A_i > (v_{ix} + w_{iy}) / 2 \), \( A_i = v_{ix} \) and \( A_i = \neq w_{iy} \).
- For attributes \( A_i \), literals using the relations defined in the background knowledge \( x(A_1, A_2) \).

An obvious way to construct new terms is also by generating negations of literals (the so-called negative literals): for every \( x(A_1, A_2) \) construct a literal \( \neg x(A_1, A_2) \).

The Linus learning system proposes a general procedure for constructing terms based on the information in the background knowledge. We can use that procedure to construct new terms in attribute-value learning, as well as in first-order learning (inductive logic programming), where we can solve the relation learning tasks by using Linus's restricted hypothesis language of constrained nonrecursive clauses with typed variables.

For example, consider a relation-learning task, where the training set consists of examples of the target relation \( \text{daughter}(A_1, A_2) \) and the background knowledge consists of definitions of a unary relation \( \text{female} \), a binary relation \( \text{parent} \), and the equality relation \( (=) \). The transformation of training examples results in a table whose rows are truth-value tuples corresponding to individual training examples and whose columns correspond to literals, constructed by the appropriate variabilization of background-knowledge predicates: \( \text{female}(A_1), \text{female}(A_2) \), \( \text{parent}(A_1, A_2) \), \( \text{parent}(A_2, A_1) \), \( \text{parent}(A_1, A_1) \), \( \text{parent}(A_2, A_2) \), and \( A_1 = A_2 \).

The variabilization of constructed literals is restricted to the use of variables \( A_1 \) and \( A_2 \), because in constrained clauses only the variables appearing in an induced clause's head may appear in the literals of the clause's body. Thus, for the target relation \( \text{daughter}(A_1, A_2) \), the constructed literals may only use \( A_1 \) and \( A_2 \) in the arguments, whereas literals introducing new variables, such as \( \text{parent}(A_1, E) \), are disregarded. Despite this limitation of the hypothesis language, complexity analysis of the Linus transformation approach reveals that the number of constructed literals is linear in the number of background-knowledge predicates and exponential in the number of arguments (of different types) of the background-knowledge predicates. Therefore, eliminating irrelevant literals constructed by the Linus transformation procedure is invaluable for the learner's success, when the number and arity of predicates in the background knowledge is large.

Unlike Linus's proposed general procedure, our case study presents a special-purpose procedure for constructing new terms in the
East-West challenge problem, where the construction of new terms turns out to be the key to the learning task’s successful solution.

The \( p/n \) pairs of examples. Let a truth-value table represent the set of training examples \( E \), where columns correspond to the set of (positive and negative) literals \( L \) and rows are truth-value tuples of literals, representing training examples \( e \in E \). The table has two parts, \( P \) and \( N \), where \( P \) are the positive examples and \( N \) are the negative examples. Let \( P \cup N \) denote the truth-value table \( E \).

We use these definitions and notation:

- \( A p/n \) pair is a pair of training examples where \( p \in P \) and \( n \in N \).
- Literal \( I \in L \) covers a \( p/n \) pair if in column \( I \) of the table of training examples \( E \) the positive example \( p \) has the value true and the negative example \( n \) has the value false.
- \( E(I) \) denotes the set of all \( p/n \) pairs covered by literal \( I \).
- Literal \( I \) covers literal \( J \) if \( E(I') \subseteq E(J) \).

The relevance of literals. Consider a simple learning problem with five training examples forming example set \( E \): three positive \( P = \{ p_1, p_2, p_3 \} \) and two negative \( N = \{ n_1, n_2 \} \). Examples are described by the truth-values of literals \( I_j \in L \). Table 1 shows just some of the truth-values of \( E \).

To understand the meaning of \( p/n \) pairs and the notions of coverage and relevance of literals, consider just three literals: \( I_2, I_4, \) and \( I_8 \). Literal \( I_2 \) in Table 1 appears to be relevant for the formation of an inductive hypothesis because it is true for a positive example and false for both negative examples; a hypothesis constructed from \( I_2 \) only would cover the positive example \( p_2 \) and would not cover the negative examples \( n_1 \) and \( n_2 \). Literal \( I_3 \) thus appears to be a reasonable ingredient of an inductive hypothesis aimed at covering all the positive examples and none of the negative examples.

Literal \( I_2 \) covers two \( p/n \) pairs: \( E(I_2) = \{p_2/n_1, p_2/n_2\} \). Literal \( I_3 \) is inappropriate for constructing a hypothesis, because it does not cover any \( p/n \) pair: \( E(I_3) = \emptyset \). Literal \( I_4 \) seems to be less relevant than \( I_2 \) and more relevant than \( I_4 \) because it covers one \( p/n \) pair: \( E(I_4) = \{p_2/n_1\} \). Literal \( I_2 \) covers \( I_4 \) and \( I_8 \), and literal \( I_4 \) covers \( I_8 \), because \( E(I_4) \subset E(I_8) \subset E(I_2) \).

The example in Table 1 lets us reach this intuition: the more \( p/n \) pairs a literal covers, the more relevant it is for hypothesis formation. We can formalize this intuition in this definition:

Literal \( I \) is irrelevant if a literal \( J \in L \) exists such that \( I \) covers \( J \) \( E(I') \subseteq E(J) \).

In other words, literal \( I \) is irrelevant if it covers a subset of \( p/n \) pairs covered by some other literal \( J \in L \).

Let us now assume that literals are assigned costs. Let \( c(I) \) denote the cost of literal \( I \in L \). We need to modify the definition of irrelevance if we want to take into the account the costs of literals:

Literal \( I \) is irrelevant if a literal \( J \in L \) exists such that \( I \) covers \( J \) \( E(I') \subseteq E(J) \) and the cost of \( I \) is lower than the cost of \( J \) \( c(I) < c(J) \).

In our case study, cost is a measure of complexity: the more syntactically complex the literal, the higher its cost.

A filter for cost-sensitive elimination of irrelevant literals. If a constructive induction procedure generates irrelevant literals, they can be detected and eliminated before entering the learning process. Figure 1 presents a cost-sensitive algorithm for irrelevant literal elimination. The algorithm assumes a set of training examples \( E \) described by an initial set of relevant literals \( L \), a set of constructed literals \( L_{\text{new}} \) and the assignment of literal costs \( c(I) \). If no costs are assigned, we assume for all \( I \in L \cup L_{\text{new}} \) \( c(I) = 1 \).

Implementation issues. We can efficiently implement the relevancy filter using simple bitstring manipulation on the table of training examples \( E \). For this purpose, we transform the table \( E \) into \( E' \):

\[
\forall p \in P: \text{replace true by 1 and false by 0} \\
\forall n \in N: \text{replace false by 1 and true by 0}
\]

In this representation, examples \( e \in E \) and literals \( I \in L \) are bitstrings. Coverage can now be checked by set inclusion. Recall that literal \( I \) covers literal \( I' \) if \( E(I') \subseteq E(I) \). Thus, if \( I \) has the value 1 only in (some of) those rows in which \( I \) has 1 and in no other rows, \( I \) is irrelevant and can be eliminated.

The relevancy filter assumes that the initial literal set consists of relevant literals. Alternatively, we can consider the entire set \( L \cup L_{\text{new}} \) as a unique literal set to be checked for the relevance of its elements; we used this variant of the relevancy filter in our experiments. This algorithm, called Reduce, was initially developed by Dragom Gamber and implemented in the Inductive Learning by Logic Minimization (ILLM) algorithm for inductive-concept learning. Reduce first eliminates all the useless literals \( I \) (literals that are false for all \( p \in P \) and those that are true for all \( n \in N \)) and continues by eliminating other irrelevant literals in turn.

Relevance of features. The term feature denotes a positive literal—for example, \( A_i = v, v \leq \alpha, r(A_i, A_j) \). In the hypothesis language, the existence of one such feature implies the existence of two complementary literals: a positive and a negative literal. Suppose that we consider the feature \( \text{Color} = \text{black} \) and that the attribute \( \text{Color} \) has three possible values: \( \text{black}, \text{white}, \) and \( \text{red} \). Because each feature implies the existence of two literals, the necessary and sufficient condition that a feature can be eliminated as irrelevant is that both of its literals \( \text{Color} = \text{black} \) and \( \text{Color} = \text{black} \) (that is, \( \neg(\text{Color} = \text{black}) \)) are irrelevant. This statement directly implies the procedure.
taken in our experiment. First, we convert the starting feature vector to the corresponding literal vector, which has twice as many elements. Next, we eliminate the irrelevant literals and then construct the reduced set of features, which includes all the features that have at least one of their literals in the reduced literal vector.

However, direct detection of irrelevant features (without conversion to and from the literal form) is impossible except in the trivial case where two or more features have identical columns in the $E_s$ table. Only in this case does a feature $f$ exist whose literals $f$ and $\bar{f}$ cover both literals $g$ and $\bar{g}$ of some other feature. Generally, if a literal of feature $f$ covers some literal of feature $g$, the other literal of feature $f$ does not cover the other literal of feature $g$. But sometimes a literal of some other feature $h$ covers this other literal of feature $g$. Therefore, although no such feature $f$ exists that covers both literals $g$ and $\bar{g}$ of some feature $g$, the literal $g$ can still turn out to be irrelevant.

This analysis supports the approach, used in our study, in which the input to the learner is tuples of truth values of positive and negative literals, rather than feature vectors, which are used in most standard approaches to rule induction.

Utility study: the East-West Challenge

Donald Michie and his colleagues issued a challenge to the international computing community to discover low size-complexity Prolog programs for classifying trains as eastbound or westbound. The challenge was inspired by a problem posed by Ryszard Michalski and J.B. Larson, in 1977, where the task was to generate rules that will classify trains as east- or westbound. Figure 1 illustrates the original problem.

Michie's original challenge included three separate tasks. He later issued a second challenge, involving a fourth task. Our experiments involve the first and fourth tasks. The first task had 20 trains, 10 eastbound and 10 westbound, whereas the fourth task involved 24 trains, 12 eastbound and 12 westbound. The challenge in these tasks was to discover the simplest rule for distinguishing the eastbound and westbound trains.

For both tasks, the winner was decided by representing the rule as a Prolog program and measuring its size-complexity. The size-complexity was calculated as the sum of the numbers of clause occurrences, term occurrences, and atom occurrences. The performance on these two tasks was judged by size-complexity, not by accuracy on independent testing data. All rules competing in the challenge were required to achieve 100% accuracy on the data.

RL-ICET. ICET is a cost-sensitive algorithm, a hybrid of a genetic algorithm (Grefenstette's Genesis) and a decision-tree induction algorithm (Quinlan's C4.5), designed to generate low-cost decision trees. ICET performs a two-tiered search. On the bottom tier, C4.5 searches through the space of decision trees. On the top tier, Genesis searches through the space of biases.

ICET takes feature vectors as input and generates decision trees as output, using its C4.5 component. We modified the C4.5 component from Quinlan's original design, so that its learning bias can be controlled by a vector of real-valued parameters, called a bias vector. ICET's Genesis component searches in the space of bias vectors for a bias that optimizes the performance of the C4.5 component, according to a given performance measure. ICET uses a performance measure that is sensitive to both the cost of features (the cost of acquiring information about an element in a feature vector) and the cost of classification errors (the cost of mistaken classifications made by the output decision tree).

Although ICET takes feature vectors as input and generates decision trees as output, the East-West Challenge involves input data in the form of Prolog relations and output theories in the form of Prolog programs. For the East-West Challenge, we extended ICET to handle Prolog input. This algorithm is called RL-ICET (Relational Learning with ICET).

RL-ICET is similar to the Linus learning system, as they both use a three-part learning strategy:

1. A preprocessor translates the Prolog relations and predicates into a feature-vector format. We designed the pre-
processor in RL-ICET especially for the East-West Challenge; Linus has a general-purpose preprocessor.

(2) An attribute-value learner applies a decision-tree induction algorithm (ICET) to the feature vectors. Each feature is assigned a cost, based on the size of the fragment of Prolog code that represents the corresponding predicate or relation. A low-cost decision tree corresponds (roughly) to a Prolog program that has a low size-complexity. When it searches for a low-cost decision tree, ICET is in effect searching for a low-size-complexity Prolog program.

(3) A postprocessor translates the decision tree into a Prolog program. RL-ICET performs postprocessing manually; Linus does it automatically.

**Feature construction in RL-ICET.** Much of RL-ICET’s success in the East-West Challenge tasks are attributable to its preprocessor. The data about each train in the East-West Challenge were represented using Prolog. For example, the Prolog clause shown in Figure 3 represents the train also shown in the figure.

We used a simple Prolog program to construct the relatively compact Prolog description into a feature-vector format (tuples of truth-values of features) for use in decision-tree induction. This produced rather large feature vectors of 1,199 elements. These large vectors ensure that all the features that are potentially interesting for the final solution are made available for ICET.

To construct features, we started with 28 predicates that apply to the cars in a train, such as ellipse(C), which is true when the car C has an elliptical shape. For each of these 28 predicates, we defined a corresponding feature. All features were defined for whole trains, rather than single cars, because the problem is to classify trains. The feature ellipse, for example, is true when the train has a car with an elliptical shape. Otherwise ellipse is false.

We then defined features by forming all possible unordered pairs of the original 28 predicates. For example, the feature ellipse_triangle_load is true when a given train has a car with a triangular load, and false otherwise. For a given train, the features ellipse and triangle_load can be true, while the feature ellipse_triangle_load is false, because it is only true when the train has a car that is both elliptical and carrying a triangular load.

Next, we defined features by forming all possible ordered pairs of the original 28 predicates, using the relation infront(T, C1, C2). For example, the feature u_shape_front_peaked_roof is true when the train has a U-shaped car in front of a car with a peaked roof, and false otherwise. Finally, we added nine more predicates that apply to the train as a whole, such as train_4, which is true when the train has exactly four cars. Thus a train is represented by a feature vector, where every feature is either true or false.

We assigned each feature a cost, based on the complexity of the fragment of Prolog code required to represent that feature. Recall that we define the complexity of a Prolog program as a sum of the numbers of occurrences, term, and atom occurrences. Table 2 shows some constructed features and their costs.

A train’s feature vector does not capture all the information in the original Prolog representation. For example, we could also define features by combining all possible unordered triples of the 28 predicates. However, these features would likely be less useful, because they are so specific that they will only rarely be true. If the target concept should happen to be a triple of predicates, it could be closely approximated by the conjunction of the three pairs of predicates that are subsets of the triple.

This kind of translation to feature-vector representation could apply to many other types of structured objects. For example, consider the problem of classifying a set of documents. The keywords in a document are analogous to the cars in a train. The distance between keywords or the order of keywords in a document might be useful when classifying the document, just as the infront relation might be useful when classifying trains.

**Feature elimination.** The objective of our experiments was to show the utility of the Reduce literal-elimination algorithm. Our approach lets us generate many different features, which will surely include all significant ones, and then, before using an inductive learner, eliminate all irrelevant features to keep the computation as effective as possible. We performed two separate experiments for the 20- and 24-trains problems. In both experiments, we used the RL-ICET preprocessor to generate the appropriate features and transform the training examples into a feature-vector format. This resulted in two training sets of 20 and 24 examples each.

To apply the Reduce algorithm, we first

---

Table 2. Some features and their costs.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Prolog Fragment</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>ellipse</td>
<td>has_car(T, C), ellipse(C)</td>
<td>5</td>
</tr>
<tr>
<td>short_closed</td>
<td>has_car(T, C), short(C), closed(C)</td>
<td>7</td>
</tr>
<tr>
<td>train_4</td>
<td>len(T, 4)</td>
<td>3</td>
</tr>
<tr>
<td>train_hexagon</td>
<td>has_load(T, hexagon)</td>
<td>3</td>
</tr>
<tr>
<td>ellipse_peaked_roof</td>
<td>has_car(T, C), ellipse(C), arg(5, C, peaked)</td>
<td>9</td>
</tr>
<tr>
<td>u_shaped_no_load</td>
<td>has_car(T, C), u_shaped(C), has_load(C, 0)</td>
<td>8</td>
</tr>
<tr>
<td>rectangle_load_infront</td>
<td>infront(T, C1, C2)</td>
<td>11</td>
</tr>
<tr>
<td>_jagged_roof</td>
<td>has_load(T1, rectangle), arg(5, C2, jagged)</td>
<td></td>
</tr>
</tbody>
</table>
converted the 1,199-element starting feature vector to the corresponding literal vector, which has twice as many elements, containing 1,199 features generated by the RL-ICET preprocessor (positive literals) as well as their negated counterparts (1,199 negative literals). After that, we eliminated the irrelevant literals and, in the third phase, constructed the reduced set of features, which includes all features that have at least one of their literals in the reduced literal set.

We tested Reduce's utility as follows. First, we performed 10 runs of the ICET algorithm on the set of training examples with 1,199 features. Then we performed 10 runs of ICET on the training examples with the reduced set of features selected by Reduce.

Table 3 summarizes the results. The table compares the average results of 10 runs of RL-ICET with respect to the costs of decision trees and execution times. The ICET algorithm's stochastic nature required us to use 10 runs: each time it runs, it yields a different result (assuming that the random number seed is changed). If we compared one single run of ICET on 1,199 features to one run of ICET on the reduced feature set, the outcome of the comparison could be due to chance. All trials are independent of each other. (For example, the results of trial 4 should not be compared to the results of trial 14.) Only the average results are relevant for the comparison.

Table 3. Results of the experiments.

<table>
<thead>
<tr>
<th>Trial</th>
<th>20 TRAINS</th>
<th>1,199 FEATURES</th>
<th>24 TRAINS</th>
<th>1,199 FEATURES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>86 FEATURES</td>
<td></td>
<td>116 FEATURES</td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>Time</td>
<td>Cost</td>
<td>Time</td>
<td>Cost</td>
</tr>
<tr>
<td>1</td>
<td>11:05</td>
<td>18</td>
<td>11:21:32</td>
<td>24</td>
</tr>
<tr>
<td>7</td>
<td>11:35</td>
<td>18</td>
<td>17:24:09</td>
<td>21</td>
</tr>
<tr>
<td>Mean</td>
<td>11:57</td>
<td>18.6</td>
<td>Mean: 21:56:54</td>
<td>20</td>
</tr>
</tbody>
</table>

Our aim in this work is to contribute to a better understanding of relevance for inductive-concept learning. Our case study shows that the construction of appropriate features can be crucial for the success of learning, and that cost-sensitive elimination of irrelevant features can substantially improve learning efficiency and reduce the costs of induced hypotheses.

The case study deals with an exact, noise-free problem in which we assume that the learning goal is to find a consistent and complete concept description. The choice of a simplified noise-free setting enabled a clear presentation of the notions underlying the
implemented relevancy filter. Real-life problems require a more complex setting, involving the use of our algorithm for noise detection and elimination. Based on the notion of p/z pairs, the algorithm first heuristically evaluates the minimal number of literals needed to construct a complete and consistent hypothesis, and then detects in the training set the potentially noisy examples as those whose elimination will decrease the number of literals needed for hypothesis generation.7

Because RL-ICET originally required about two hours to process the 20- or 24-trains problems, the RL-ICET approach to inductive logic programming did not seem able to scale up to larger problems, with hundreds or thousands of instances.6 However, with Reduce as a preprocessor, RL-ICET now requires under 15 minutes for the 20- or 24-trains problems. Reduce itself runs in seconds. The combination of Reduce and RL-ICET likely can scale up to much larger problems than were previously practical for RL-ICET alone.