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We address the task of grouping genes resulting in highly similar phenotypes
upon siRNA mediated downregulation. The phenotypes are described by features
extracted from images of the corresponding cellular assays. Both freely available
general-purpose software, such as CellProfiler [4], and custom-made proprietary
software can be used for this purpose. The features capture properties (such as
intensity or texture) of the cells or their parts (nuclei, citoplasm, Golgi apparatus
...) in the images.

Clustering [6] produces partitions of the objects of interest (genes) into
groups that are similar in a given feature space. In the context of the appli-
cation of interest, this is a set of features extracted from the images of cellular
assays. Besides finding clusters, e.g., groups of genes, we also aim to find de-
scriptions/explanations for the clusters. The groups are explained in terms of a
set of descriptors from a separate space, i.e., annotations of genes in terms of,
e.g., the Gene Ontology [2] or the KEGG Pathway Database [5].

The typical approach to the problem at hand is to first cluster the pheno-
types and elucidate the characteristics of the obtained clusters later on. Instead,
we perform so-called constrained clustering, which yields both the clusters and
their symbolic descriptions all in one step. The constrained clustering can be per-
formed by using predictive clustering trees (PCTs) [3, 8, 9, 7], predictive cluster-
ing rules [10, 11] or ensembles of predicitve clustering rules [1]: These exemplify
the paradigm of predictive clustering, which combines clustering and prediction.

In the presentation, we will describe the methods of building predictive clus-
tering trees and ensembles of predictive clustering rules. We will also describe its
application to the analysis of image data resulting from siRNA screens. These
approaches have been used to analyze image data from a siRNA screen designed
to study MHC Class II antigen presentation.

An example predictive clustering tree obtained in this domain is given in
Figure 1. The tree has been produced by clustering phenotypes as described by
13 image features (such as intensity, texture, etc.). The cosine distance/similarity
metric has been used for the clustering.



The internal nodes of the tree contain GO terms with which the genes are
annotated. The leaves of the tree correspond to the clusters/groups of genes. For
example, one such group (C1) includes the genes involved in the biological pro-
cesses of ’defense response’ (GO0006952) and ’regulation of metabolic processes’
(GO001922).
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Fig. 1. A predictive clustering tree obtained from a siRNA screen for studying the
MHC Class II antigen presentation. The internal nodes of the tree contain GO terms
with which the genes are annotated. Leaves of the tree correspond to clusters of genes.

An example predictive clustering rule obtained in this domain is given in
Table 2. The tree has been produced by clustering phenotypes as described by
6 image features. Feature selection was performed on the GO terms and only
the selected subset of features was used to explain the clusters. The Euclidean
distance measure was used. The cluster contains genes which are involved in
’regulation’ (GO0065007) and in particular ’cellular nucleobase, nucleoside, nu-
cleotide and nucleic acid metabolic process’ (GO0006139).

Table 1. A predictive clustering rule obtained from a siRNA screen for studying the
MHC Class II antigen presentation. The conditions in the antecedent describe the genes
in the group in terms of their GO annotations.

IF GO0006139 = 1 AND

GO0065007 = 1

THEN ClusterD1

In sum, we have applied predictive clustering to data from a siRNA screen
designed to study MHC Class II antigen presentation. As a result of the pre-
dictive clustering process, we obtain clearly defined/described groups of genes,
which yield similar phenotypes upon siRNA mediated downregulation. Groups
of this kind can be used to identify pathways regulating the processes of interest
(such as MHC Class II antigen presentation).
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