Segmentation and Detection of Text in Document Images
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Abstract: Text detection in document images plays an important role in optical character
recognition systems and is a challenging task. The proposed text detection method uses self-
adjusting bottom-up segmentation algorithm to segment a document image into a set of con-
nected components. The segmented connected components are then described in terms of 27
features and a machine learning algorithm is used to classify these components as text or non-
text. We have collected a dataset (called ASTRoID), which contains 500 images of text blocks
and 500 images of non-text blocks in order to test the method. We empirically compare perfor-
mance of the proposed text detection method with seven different machine learning algorithms;
the best performance is obtained with the radial support vector machine.

Keywords: text detection, document segmentation, text/non-text classification, machine learn-
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1 INTRODUCTION

Today a lot of potentially useful textual information is stored in an unstructured form of images
of documents such as invoices, contracts, web pages, etc. In order to effectively recognize and
extract this text with Optical Character Recognition (OCR) technology, location of the text
within the image must be detected first. The first step of text detection in document images is
the document segmentation, which is followed by a classification of segments obtained in the first
step. Document segmentation is a task which splits a document image into segments or blocks
of interest, as shown in Fig. 1b. Here, each group of black pixels (called connected component
(CQ)) represents one block. Blocks of interest can usually be classified as text or non-text. We
are mainly interested in text blocks, so our goal is to identify them and separate them from
non-text blocks (see Fig. 1c). It is important to understand that document segmentation and
classification (identification) of segmented blocks can hardly be treated as independent tasks
and are often merged together in a “(physical) layout analysis” [8].

Document segmentation techniques are traditionally classified into three categories: top-
down, bottom-up and hybrid approaches. The top-down approach starts the segmentation
from bigger blocks and repetitively segments the document image into smaller blocks until the
document image is segmented into the smallest possible blocks [2, 7, 9, 12, 13, 15, 18]. The
bottom-up approach is the opposite of the top-down approach. It starts from the smallest
segments (characters) and then joins them into bigger and bigger blocks (words, paragraphs,
etc.)[3, 4, 5, 16, 20]. An approach that does not fit into a top-down or bottom-up strategy or
uses the combination of both is called a hybrid approach [10, 14]. Hybrid approaches often try
to combine the speed of top-down approaches and the robustness of bottom-up approaches.

The task of the classification algorithm is to classify the results of the segmentation algo-
rithm. The accuracy of the classification highly depends on the quality of the results of the
segmentation algorithm. A standard approach for detecting text and non-text blocks is to ex-
tract features from segmented CCs in document images and classify them with some machine
learning (ML) algorithm [2, 3, 5, 20]. In this paper we use a similar approach.
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Figure 1: a) Image document, b) Segmented image and c) Detected text

The main contributions of this paper are: (1) a self-adjusting segmentation algorithm for
finding text CCs that is independent of the image resolution and font size, (2) a new set of
features which describe differences between text and non-text image blocks, (3) a custom bench-
mark dataset ASTRoID of text and non-text image blocks, and (4) investigation of performance
of seven different ML algorithms for separation between text and non-text image blocks.

The rest of the paper is organized as follows. In section two, we introduce the document
segmentation algorithm, the ASTRoID dataset and the classification algorithm. The classifica-
tion results obtained with different ML algorithms are presented and discussed in section three.
Finally, section four concludes the paper.

2 TEXT DETECTION

Our text detection method performs two tasks: document image segmentation and classification.
The segmentation algorithm extracts image blocks, these are described in terms of the selected
features, and then classified with a ML algorithm as either text or non-text blocks.

2.1 Segmentation

The segmentation algorithm follows the bottom up strategy. It segments the document into
CCs, which are constructed with a combination of the Sobel edge detection and dilation methods
[8, 17], and is composed of three parts: (1) search for an optimal rectangular kernel, (2) edge
detection and (3) extraction of standalone document image blocks. The input is a grayscale
image (Fig. 2a) and the output is a binary image.

The first part of the segmentation algorithm finds an optimal rectangular kernel, which
is then used by the other two parts of the algorithm. The optimal rectangular kernel highly
depends on the height of the dominant text in the document image. In the second part of the
segmentation algorithm we apply different Sobel kernels (vertical, horizontal and diagonal) on
the grayscale document image. The resulting images of different Sobel kernels are dilated by the
optimal rectangular kernel and combined into one image by logical AND and OR operations,
as shown in Fig. 3a. In the third part of the segmentation algorithm we localize all CCs as
illustrated in Fig. 2b (red rectangles in Fig. 2¢) and keep only those CCs that intersect with two
or less than two other CCs (due to characters such as “B” and “8”) and we call them standalone
CCs. In such a way most of CCs which do not belong to text blocks are removed. This image
then is dilated by the optimal rectangular kernel, as shown in Fig. 3b. The final segmented
image is obtained by combining the resulting images of the second (Fig. 3a) and third (Fig. 3b)
part of the algorithm with logical OR operation (see Fig. 3¢). In such a way we segment the
document image into blocks that can either be text or non-text blocks.
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Figure 3: Segmentation steps, a) 2nd part, b) 3rd part and ¢) Final part

2.2 Text vs. non-text classification

In order to evaluate our method we created our custom dataset of text and non-text image
blocks, which we called ASTRoID. The dataset includes 500 image blocks which contain plain
text of different sizes, lengths, colors, font styles, etc., and 500 equally diverse image blocks
which do not contain text. The ASTRoID dataset is available for download at: http://dk.
fis.unm.si/ASTRoID.zip.

In document images most of the text blocks are uniformly structured and have a regular
shape. On the other hand, non-text blocks have a lot of shape variability, i.e., mostly they
have an irregular shape. But only shape information is not enough for classification, we also
need to take into account the information on the context of these blocks. In this paper we used
features similar to the ones proposed in [2, 3, 5, 12]. However, we took a different approach
to calculate some of the proposed features and introduced a new feature "color density". In
our approach we extract features from multiple images of the same segmented block (Fig. 4),
which are obtained by different preprocessing methods, unlike the approaches found in the
literature where features are extracted from usually one binary image. Before the actual feature
extraction, each segmented block is resized to 100 pixels in height while maintaining the width
to height aspect ratio. In our approach we used the following features: number of CCs [2],
aspect ratio |2, 3, 12|, foreground density |2, 3, 5, 12], color density, standard deviation of the
heights and widths of CCs [3, 5, 12|, and standard deviation of the lengths of horizontal and
vertical runs [12]. Most of the features are extracted from different binary images (Fig. 4b - 4h),
which are obtained with the following methods: skeletonization (Fig. 4d) [1], horizontal Sobel
kernel (Fig. 4e), vertical Sobel kernel (Fig. 4f), diagonal Sobel kernels (Fig. 4g) and Canny edge
detection method (Fig. 4h) [6, 17].

The number of CCs is computed after the binarization of grayscale image with the Otsu’s
[11] thresholding algorithm (Fig. 4b). The feature foreground density is calculated two times,
i.e., once for Fig. 4b and once for Fig. 4h. The color density feature is calculated from the color
image (Fig. 4a). The standard deviation of the heights of CCs is calculated eight times, i.e.,
once for each of the figures: Fig. 4b, 4c, 4d, 4f, 4g and 4h, and for the Sobel vertical lines which
are extracted from Fig. 4c and 4h. The standard deviation of the widths of CCs is caluclated
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Figure 4: a) Color image, b) Binary image, ¢) Image of extracted colors, d) Skeleton image, €)
Horizontal Sobel, f) Vertical Sobel, g) Diagonal Sobel and h) Canny

two times, i.e., once for Fig. 4e and for the Sobel horizontal lines which are extracted from
Fig. 4h. Standard deviation of the vertical runs is calculated nine times, i.e., once for each of
the following figures: Fig. 4b, 4c, 4d, 4f, 4g and 4h, and for the Sobel vertical lines which are
extracted from Fig. 4c, 4g and 4h. Standard deviation of the horizontal runs is calculated three
times, i.e., once for each of the following figures: Fig. 4b and 4e, and for the Sobel horizontal
lines which are extracted from Fig. 4h.

All together we extracted 27 features from each image block of the ASTRoID dataset and
assigned a class label (text or non-text) to each one. In this way we created a dataset, which we
used for classification with seven popular ML algorithms that are frequently used in practical
applications and typically give good results, in order to evaluate our choice of features. We used:
Naive Bayes, C4.5 (decision tree), k-Nearest Neighbors (k-NN), Random Forest, Linear Support
Vector Machine (SVM), Polynomial SVM and Radial SVM. The accuracy of each of the above
mentioned algorithms is estimated by 10-fold cross-validation. We used the implementations
of ML algorithms in the WEKA data mining suite [19]. Naive Bayes and C4.5 (decision tree)
algorithms are used with default parameters while parameter k& for the k-NN algorithm is set
to 1 and parameter number of trees for the Random forest algorithm is set to 100. For SVMs
we normalized data by setting normalize parameter. The parameter C for Linear SVM is set
to 15. The parameters C, degree, gamma and coefficient for Polynomial SVM are set to 20,
3, 1 and 1, respectively. The parameters C' and gamma for Radial SVM are set to 20 and 1,
respectively.

3 RESULTS & DISCUSSION

Table 1 shows classification results of all ML algorithms. The accuracy of all ML algorithms is
higher than 90% which suggests that the choice of our features for text/non-text differentiation
is appropriate. The ML algorithm that has the highest accuracy 98.2% is the Radial SVM.
The results obtained by the proposed text detection method are promising. Other authors
who worked on similar problems also obtained comparable classification results. In [20] authors
used SVM and classified text from non-text blocks with the accuracy of 96.62%. In [12] authors
obtained 97.5% classification accuracy by using genetic programming to classify the document
blocks as text, image, drawing and table. In [3] authors used Multilayer Perceptron to classify
text from non-text blocks and obtained 97.25% of accuracy. The only disadvantage of ap-
proaches in [12, 3, 20] is that they fail to detect text in documents with complex layout, due to
limitations of their segmentation algorithms. The advantage of our segmentation algorithm is
that it self-adjusts to the document image regardless the image resolution and font size, it does
not need any input parameters and it also works on documents with complex layouts. The only
disadvantage is that it fails to detect (segment) some text blocks of very light text color, and
also some text blocks with very complex (with a lot of details) background and very decorated
text strings. In the future we plan to test our text detection method on other datasets and
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compare it with other segmentation methods.

Table 1: Classification results

Classifier Naive Bayes k-NN (4.5 - decision tree Random forest Lin. SVM  Poly. SVM  Rad. SVM
Accuracy 90.1% 93.6% 94.3% 97% 97% 97.3% 98.2%
Precision of text blocks 0.860 0.911 0.937 0.976 0.964 0.961 0.978
Precision of non-text blocks 0.953 0.964 0.949 0.964 0.976 0.986 0.986
Recall of text blocks 0.958 0.966 0.950 0.964 0.976 0.986 0.986
Recall of non-text blocks 0.844 0.906 0.936 0.976 0.964 0.960 0.978

4 CONCLUSION

We have presented a text detection method, which consists of document segmentation and
feature extraction algorithms. The proposed segmentation algorithm is based on the bottom-
up strategy of analysis and segmentation is done by using the Sobel edge detection method.
We created ASTRoID dataset of images, which consists of 500 image blocks of text and 500
image blocks of non-text. The proposed feature extraction algorithm extracts features from each
image in ASTRoID dataset. We used 27 different features in order to differentiate text from
non-text regions. In order to classify text from non-text blocks we used seven ML algorithms.
The accuracy of all ML algorithms is higher than 90% which suggests that the choice of our
features is appropriate. The classification results show that SVM with radial kernel has the
highest accuracy 98.2%.
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