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Abstract. Exploratory Clustering is a novel general purpose clustering tool which 
is especially appropriate for medical domains in which we need to identify 
subpopulations that are similar in two different data layers. The tool implements the 
multi-layer clustering algorithm in a framework that enables iterative experiments 
by the user in his search for relevant patient subpopulations. A unique property of 
the tool is integration of clustering and feature selection algorithms. Differences in 
values of most relevant attributes are used to demonstrate decisive properties of 
constructed clusters. Usefulness of the tool is illustrated on a task of discovering 
groups of patients with similar cognitive impairment. 
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1. Introduction 

In this work we present a novel publicly available web application for data clustering, 
which is useful for detection of relevant subpopulations that are similar in two different 
data layers at the same time. A typical application domain is medicine where, for 
example the first layer comprises biological or genetic data while the second layer 
comprises clinical data. Detection of subpopulations homogeneous in these two layers is 
relevant for understanding relations between biological and clinical variables and for 
biomarker identification. If the objective of data analysis is medical prognosis, then the 
first layer can consist of baseline patient information while the second layer can contain 
corresponding longitudinal data. A nice property of this approach is that if the resulting 
clusters are homogeneous at the same time in different data layers, the quality of 
clustering increases (e.g., in multi-view clustering [1] and redescription mining [2]). 

It is known that objective evaluation of the quality of clustering is practically 
impossible [3]. For the same data different solutions are possible and selection of the 
optimal one depends on human understanding of the data analysis problem, meaning that 
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human expert knowledge is essential for high quality clustering. Our goal when 
developing the Exploratory Clustering tool was to design an extremely simple tool that 
medical researchers will be able to use by themselves. This should make it easier to 
generate medically and scientifically relevant data analysis results. 

Section 2 presents the basic concepts underlying the implemented tool, Section 3 
describes the data upload page, while Section 4 presents and discusses the results for a 
small set of patients with cognitive impairment extracted from the Alzheimer's Disease 
Neuroimaging Initiative (ADNI) database [4]. 

2. System Description 

Exploratory Clustering is a web application, therefore the user does not need to download 
and install any software. Instead he uses the web browser to upload data to the computing 
server, to interactively guide the analysis process and to get the results of the analysis. 

The analysis with the Exploratory Clustering tool is an iterative process. The user 
uploads data and receives a result that is optimal according to the implemented clustering 
algorithm. In the next step the user can ask for the refinements of the current solution. 
The refinements can go in two directions. Either the user can ask for modification of the 
current solution by increasing or decreasing the size of the constructed clusters or he can 
ask for a new clustering solution from a different subset of input data. The process can 
be iterated many times, enabling the user to employ his expert preferences in order to 
select the optimal clustering result from a large set of potentially good solutions. It must 
be noted that the user selects the direction in which the refinements should be executed, 
while the clustering algorithm determines how each refinement is actually implemented. 
This ensures that results of all iterations reflect relations existing in the data and present 
potentially good solutions. 

Exploratory Clustering combines clustering and feature selection algorithms. 
Integration of feature selection into the clustering process is important because it enables 
detection and elimination of irrelevant variables, making it possible to cluster also high 
dimensional data where instances are described by many variables (attributes). 
Additionally, this approach enables detection of variables that are most responsible for 
the current clustering result. By showing these variables to the user and especially by 
computing and presenting their average values (or mode values for categorical variables) 
for each cluster, the user can better understand the meaning of the constructed clusters 
and significance of differences among them. Specifically for exploratory clustering this 
information is of ultimate relevance for the user because it is the basis for selecting the 
optimal solution. 

The tool is based on the multi-layer clustering methodology described in [5, 6]. We 
decided to use this methodology because it enables both single and two layer clustering 
and because it can work with correlated layers (e.g., in multi-view clustering correlations 
between views are not allowed [1]). The second property is important especially for 
medical applications. In contrast to most other clustering tools [7], the multi-layer 
clustering algorithm determines the number of clusters and their optimal size 
automatically, thus users do not have to adjust any parameters of the clustering algorithm. 
In the final result some or even many instances may remain unclustered. In this way the 
constructed clusters correspond to sets of similar instances, while other instances remain 
unclustered. In some cases unclustered instances may be interpreted as outliers. 
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3. Exploratory Clustering Web Application 

Exploratory Clustering tool is available at http://rr.irb.hr/exploC/. Because of 
the limited space we are not able to include the screen-shot of the data upload page but 
the reader can check it on the web. The page also has the link to instructions for data 
preparation, which include two tutorials describing the tool and its application. 

In its basic form the Exploratory Clustering can be used as a standard clustering tool 
for data sets with up to 1,000 instances and up to 1,000 attributes. In this case it is only 
necessary to specify a data file for layer 1. Optionally, the user can upload also a file with 
the names of attributes, a file with the names of instances, and a file with some known 
classification of examples. Upload of optional files does not affect the clustering result 
but it can increase the understandability of the results that are presented to the user. 

For two-layer clustering the user has to prepare and upload also the data file for layer 
2. If biological data are uploaded in layer 1 then layer 2 is for clinical data or if baseline 
data are in layer 1 then longitudinal data are in layer 2. The second layer can include also 
up to 1,000 attributes. Optionally, the user can upload also the names of attributes in the 
second data layer. 

The user does not have to specify any parameters but can select increased reliability 
of the results. Increased reliability means execution of more iterations for computation 
of the similarity of instances [5, 6]. With this option the computation takes more time 
and its use is not recommended for data sets with more than 500 instances. 

4. Illustrative Example 

A data set of 197 male patients that have problems with dementia in used to illustrate the 
use of the tool. The data set is a subset of patients from the ADNI database [4] for which 
extensive clustering experiments have been performed and already reported in [5, 6]. In 
the first layer are 15 biological measurements like ABETA peptides, TAU and PTAU 
proteins, and MRI volumetric data together with 41 laboratory variables like number of 
red blood cells and total bilirubin values. In the second layer are 147 clinical variables 
like Alzheimer's Disease Assessment Scale (ADAS13) and Mini Mental State 
Examination (MMSE) score together with 40 symptoms like nausea and dizziness. 

Besides biological and clinical data we also upload attribute names for both layers, 
names of examples and classification of examples according to the medical diagnosis 
that is not used as input data for clustering. Names of examples are a combination of the 
patient's RID number and the medical diagnosis that can be CN (cognitive normal), 
EMCI (early mild cognitive impairment), LMCI (late mild cognitive impairment) or AD 
(Alzheimer's disease). Classification of instances is in four classes so that patients with 
diagnosis CN are in class 1 while AD patients are class 4. 

Figure 1 illustrates clustering results obtained on the described data set. The central 
part of the report is the list of constructed clusters. Each cluster is represented by a list 
of included instances. In this case the solution consists of four clusters with a total of 47 
instances. The result demonstrates a high non-homogeneity of input instances with 150 
out of 197 instances remaining unclustered. If the user is not satisfied by such weak 
clustering result he can iteratively press the tab "Merge FURTHER" at the bottom of the 
web page. In this way he can get even a solution with all 197 instances in only 2 clusters. 
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Figure 1. Clustering result for 197 male patients with cognitive problems. 

By checking the names of instances included into clusters we can conclude that 
constructed clusters are pretty consistent in respect of the diagnosis. In clusters 1 and 4 
are mostly CN patients, in cluster 2 are mostly AD patients while in cluster 3 are mostly 
LMCI patients. Because we have prepared the file in which different diagnoses are coded 
with values 1-4 we have enabled generation of the classification report at the bottom of 
the web page. From this report it is easy to assess the consistency of clusters. For 
example, we see that in the largest cluster with 22 instances there are 17 CN patients, 4 
EMCI patients and 1 LMCI patient. There are 166 misclassified instances, which 
corresponds to the sum of the number of unclustered instances and the number of 
minority class instances in all the clusters. 

For expert evaluation the most interesting part of the report is the list of 5 most 
relevant attributes from each layer. For these 10 attributes the tool computes their average 
values for all 197 instances and then its average value for every constructed cluster. Large 
differences between reported values mean that the tool has been successful in detecting 
clusters that are substantially different. For example, for attribute ADAS13 the average 
value for all instances is 15.34 while average values for clusters 1 and 4 are about 8 and 
for clusters 2 and 3 the average values are about 27. But the data may reveal also some 
unexpected properties of constructed clusters. For example, for attribute ICV we have 
the average value for all instances 1,569,  for cluster 2 with majority of AD patients we 
have substantially lower value 1,463 while for cluster 3 with majority of LMCI patients 
we have a substantially increased value equal to 1,747. In contrast, for attribute ventricles 
all clusters 1-3 have values higher than the average value for the complete population 
with highest value being 52,006 for cluster 3. This information can be very interesting 
for expert evaluation and for the user's decision if the constructed clusters are relevant. 
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5. Conclusion  

To the best of our knowledge the Exploratory Clustering is the only clustering tool 
available as a web application, the tool that besides clusters of instances themselves also 
presents characterization of the constructed clusters, and the only tool that enables 
effective search for optimal solution over a set of different potentially good solutions. A 
simple user interface and parameter free clustering algorithm are additional advantages 
of the tool. Integration of feature selection into the clustering algorithm enables that in 
contrast to many other clustering algorithms that have a problem with the curse of 
dimensionality this tool can be used also for data sets with a large number of non-
informative variables. 

A serious drawback is time complexity of the tool, which is growing fast with the 
number of instances. An additional problem, especially when the data set has many 
variables, is that the refined solutions can only be slight modifications of the current 
solution and the user has to go through many iterations in order to get substantially novel 
clusters. 
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