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l. IPS students
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Course Schedule - 2007/08
Knowledge Management (KM)

KM - Wednesday, 24 Oct. 07, 15-19 - Lavrac,
ectures, MPS

AM - Tuesday, 20 Nov. 07, 15-19 — Mladenic,
Fortuna, lecture and practice - text mining, E8
Orange room

KM - Thursday, 22 Nov. 07, 15-19 — Ljubic,
Ferlez, lecture and practice — social network
analysis, E8 Orange room

KM - Wednesday, 27 Feb. 08, 15-19 — seminar
results presentations, MPS




DM - Credits and coursework

6 credits (15 hours)
Lectures
Practice: Exercises and hands-on (Pajek and OntoGen)

Group 1: working on abstracts of articles about
qguestionnaire design, provided by prof. Vasja Vehovar
from the Faculty of Social Sciences, Univ.Ljubljana:

— Xiaobin Li (student MPS) + Anze VavpetiC (student FRI)

— Jan Rupnik (student MPS) + Katarina Pollak (student FDV)

« Group 2: Working on abstracts of articles in the area of
Inductive Logic Proghramming, provided by Springer

— Vid Podpecan (student MPS) + Nejc Trdin (student FRI)

— Matjaz Jursic€ (student MPS) + Janez Kranjc (student FRI)

» Contacts:
— Nada LavracC nada.lavrac@ijs.si
— Jure Ferlez, jure.ferlez@ijs.si (social network analysis)
e Blaz Fortuna blaz.fortuna @ijs.si (text mining)
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DM - Credits and coursework

 Wednesday, 27 Feb. 07, 15-19 — seminar results
presentations, MPS

* For social network analysis:

— Perform the analysis with Pajek, on one domain (Vehovar, or
ILP)

— Oral presentation of seminar results (max. 8 slides), each
group member should present part of the results. Use slides
template at Petra Kralj’s web page

— Deliver written report + electronic copy (4 pages, double
column, possibly with appendices, in Information Society
paper format, see instructions on Web pages of Petra Kralj)

— For text mining

— Perform the analysis with OntoGen, on one domain (Vehovar,
or ILP)

— Oral presentation of seminar results (max. 8 slides), each
group member should present part of the results. Use slides
template at Petra Kralj’s web page

— Deliver written report + electronic copy (4 pages, double
/g cOlumn, possibly with appendices, in Information Society
\TEcH LeiEs - paper format, see instructions on Web pages of Petra Kralj)
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Knowledge Technologies for KM

JSI Department of Knowledge Technologies

 Knowledge management - Knowledge
technologies relationship:
— Knowledge management

* Main topics: knowledge acquisition/ generation,
storage/development, transfer, customization/use

* Three aspects of KM: organizational, technological
and sociological

— Knowledge technologies

* technological aspect of KM — methods, techniques
and tools



Knowledge Technologies for KM

Department of Knowledge Technologies - main
research areas

— data (text, web) mining and knowledge
discovery

— decision support
— human language technologies
— semantic web

— knowledge representation, logical and
probabilistic reasoning, expert systems,
artificial intelligence

— Applications and eScience
— elLearning (Center of knowledge transfer in IT)



Introduction to KM: Outline

— > What is KM: A traditional view
* KM in New economy: A Networked
Organizations (NOs) perspective
+ Selected knowledge technologies for KM in
NOs



Traditional KM

KM

Vision, strategy,
culture

Strategic level

: al = > dp) = Organization,
Hgnegfziel e e O = g management,
2 L O N L = oper. models
Operational Tools, methods,
level production, IT

ERP (Enterprise Resource Planning), CRM (Customer Relationship
Management), SCM (Supply Chain Management) FMS (Flexible
Manufacturing Systems), TQM (Total Quality Management), ...
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Traditional KM

Managing

knowledge

— generation (acquisition)

— storage and
development

— transfer
— use and customization

The Knowledge Process

Knowledge Generation

Build Knowledge Base
through Research,
Adaptation, Discovery,
& Experience

Knowledge Need & Use Knowledge Development

Transform
Raw Knowledze
into Codified Principles
& Practices

Implement & Adjust
Knowledge to Meet
Customers' Needs

Knowledge Transfer

Produce Documentation
& People that Will
Facilitate
Knowledge Delivery

The Knowledge-Creating Company: How Japanese Companies Create
the Dynamics of Innovation by Ikujiro Nonaka, Hirotaka Takeuchi, 1995
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ERARTMENT OF

What is KM

Knowledge Management is a systematic approach to improve
the way organizations, groups and individuals handle knowledge
in all forms, in order to improve effectiveness, innovation and

quality.

Knowledge Management aims to transform the intellectual
capital of an organization —stored organizational knowledge and
tacit knowledge of individuals - into a new corporate value
resulting in increased productivity and improved competitiveness.
KM teaches all members of an organization how to optimize
existing knowledge and how to generate new knowledge as a
collective entity.



What is knowledge

 Knowledge is a model of (a part of) the
reality as perceived by an agent

* Pragmatic definition: Knowledge is the
iInformation that confirms itself in use

— Knowledge can not be uniquely defined, as the
definition depends on the characteristics and
goals of the organization

— Knowledge is embedded in organizational
processes, products and services



What is knowledge

* Principles
— Knowledge is expensive to acquire, cheap to
exploit
— Property rights for knowledge are hard to
define: IPR

— Using knowledge does not mean wearing it out,
knowledge grows and becomes richer through
its use

— Sharing knowledge with others does not imply
losing it, knowledge evolves and multiplies
through sharing



Data-Wisdom Pyramid

-_Knowledge plus experience

Knowledge Information plus rules

Information Data plus context
Data Observations,
measurements

KNOWLEDGE
TECHNOLOGIES



Data, information, knowledge

« Data is an individual observation or
measurement, that yet needs to be interpreted

 Information is interpreted data — it is “the
difference, which makes the difference”

* Knowledge is the structure from which the
meaning of information can be derived (“why”
and “what for”) - nothing can become
information without pre-knowledge (background
knowledge)



Knowledge and society

2
Self-organisational Tacit
Society level
. Strategic
Business level
>
) Management level
=
@) - .
O Engineering level
Operator level Operational
Physical level
e Predefined Explicit

KNOWLEDGE
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Tacit / implicit vs.
Explicit / codified knowledge

« Tacit (silent, mute), Implicit (can not be explicitly articulated)

— formed of experiences, values, judgments and skills,
enabling autonomous triggering and performance of
actions. Hard to verify and accept. Two strategies:

* try making tacit knowledge explicit
» enable free flow of tacit knowledge
« Explicit (can be explicitly articulated), Codified (explicit,
articulated in a specific language)
— Encoding enables knowledge transfer, provided that the

recipient knows the tacit ingredients of encoding used by
the encoder

« Knowledge continuum, with barriers to knowledge encoding

— costs of acquisition of implicit knowledge, codification,
e l€ACNING, problems of misunderstanding and

KNOWLEDGE
\TEcHuo
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Introduction to KM: Outline

« What is KM: A traditional view

—> KM in New economy: A Networked
Organizations (NOs) perspective

+ Selected knowledge technologies for KM in
NOs



KM in New Economy

« KM: Traditional view
« KM: View shift

— Information Society - Knowledge society

* 10% of workforce produces all needed food and
material goods, decreased dependence from natural
resources (synthetic materials, decoding of human
genome, ...), globalization and ease of accessing
knowledge through new media, increased amount of
people dealing with symbolic descriptions of things
rather than things themselves (knowledge workers)

— New economy - Knowledge economy

» services rather than production, human networking,
large corporations, virtual organizations, rapid
changes, lifelong learning, knowledge as a source of
intellectual capital



Intangible assets
of an organization: |

DERARTMENT OF
NOWLEDGE
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KM in New economy:
Intellectual capital

Internal

(organizational
structure)
External
(customer
structure)
Human

(personnel
competencies)

Market
value
|
Financial Intellectual
capital capital
| |
Customer Organisational Human
capital capital capital
Customer Proces Basic
base capital value
Customer Value of
) : Culture : .
relationships relationships
Customer Innovation Value of
potential capital potential |




KM in New economy: A Networked
Organizations Perspective

« eBusiness, eScience, eMedicine, ...

— doing business, science, medicine, ... In a
collaborative setting, supported by new
media and computer networks

* Networked organizations (NOs)

— non-static e-collaborative networks of
individuals/organizations, enabled by
information and communication technologies



NO infrastructures: New media

Infrastructures for KM: New media for
eBusiness, eScience, ...

— New media: A generic term for many different
forms of electronic communications and services
that are made possible through the use of Internet
technologies

— The term is in relation to “old” media forms, such as
newspapers, magazines, radio diffusion and TV



NO infrastructures: New media

* Infrastructures:
— Networks (computer, satellites and telephone networks,
cables, ...)
— Digital devices (DVD, CD-ROM, mobile telephones, wearable
computers, ...)
« Services:
— WWW, internet, intranet, grid computing
— streaming audio and video
— chat rooms
— e-mall
— online communities
— Web advertising
— virtual reality environments
— integration of digital data with the telephone, such as Internet
telephony,
— digital contents, digital libraries
— mobile computing, wearable computing, ambient intelligence



NO infrastructures: Computer networks

Infrastructures for KM: Computer networks for
eBusiness, eScience, ...

— ICT technologies, protocols and standards

L CORBA-TIOP, HHTTP. RMI, SOAP
JZ2EE Framework, CORB.A Framework, Active™ Framework EJB
O MG and
OMhIGs Business Objects and Components
TUMNI., TUTEMI., WiIihiC XML -based Business Language
JIDOBC., WINIC, OMWNIG-JointFlosw, X MWIL - W IENWVIC standards
ODBC, JTDBC, FIPA, OMNMG-MWMASIE ., ZWiobile jects

— TI™AS., WMiS-Mviessage Server, WiQSeries, FIPA -AC
BizTalk, CBL .  OASIS, ICE. RosettalWNET. OBI, WIID
eb™XMWIL., Scervlets, ISP, MS-ASP., XS, WSIHhL .
Oceano ... WiFi, Leased Line; ATOQYST.




NO infrastructures: Towards the
semantic grid

Infrastructures for KM: Semantic grid for
eBusiness, eScience, ...

— Grid computing: coordinated resource sharing in
dynamic, multi-institutional virtual organizations

— Semantic Web: extension of the current Web in
which information is given a well-defined meaning,
enabling data sharing and reasoning

— Semantic grid: extension of the current Grid in
which information and services are given a well-
defined meaning, enabling computers and people to
work in collaboration



NO infrastructures and Knowledge
technologies

Machine Decision . . Logic and
. Combinatorial | Language Agent o
learning & support o . . cognitive
e optimisation | technologies | technologies
data mining systems models

salbojouyos |
abpajmouyy

T e

suoneoldde paseq

Knowledge Management
Infrastructure

Knowlegde Semantic Web Semantic GRID GRID Computing Collaboration

New Media

ainjonJselu|
uonedIuNWWOo)D

Computer Networks
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Network economy

* Network activities are facilitated by the use of
shared infrastructure and standards, decreasing

risk and costs
* Benefits of network membership increase by the
number of other individuals and organizations in
the network - the larger the network the better:
— a larger network is more competitive
— has greater benefit of applications development
— stimulates the speed and amount of learning and
adapting of new technologies.
— generates positive feedback where success
generates success



Network economy

* But: large networks are more complex to manage:

— increased complexity of the business environment
and knowledge

— managing processes instead of resources
— agents as a source of knowledge

« A partner in a NO can be viewed as an agent,
capable of performing particular tasks

 The directing role is performed by an agent (net
broker) acting as project leader in the process of:
— creating a virtual organization (VO) for a new

project

— planning, leading and controlling processes in a VO



Networked Organizations

 Networked organizations (NO) are non-static e-
collaborative networks, enabled by information and
communication technologies

 Types of NO
— Virtual organization (VO)
— Virtual organization breeding environment
(VBE)
* a cluster/association of organizations willing to
collaborate

* VOs are formed from VBE when a new business
opportunity arises

— Professional virtual community (PVC)



Networked Organizations

UNDERLYING CONCEPTS

Collaborative Networks (CN)

Collaborative Networked Organizations (CNO)

Virtual Virtual Organization (VO)
Laboratory (VL)

Virtual Enterprise (VE)

Professional
Virtual Extended

Community (PVC) Enterprise

CNO Breeding Environment

© L. M. Camarinha-Matos

[ KidiiiEoge
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Networked Organizations

Virtual organization (VO) is a temporary alliance
of enterprises/organizations that come together to
share skills or core competencies and resources
in order to better respond to business
opportunities, and whose cooperation is
supported by computer networks, i

Memebrs : I\/E Coordinator | i Customers
Suppliers | | i

| I
i Members : |

| |
—» Material i | | Retailers, 1
Inf ti ! Members : ' [ !
nrormation ! P : ! Warehouses |
—\ . : rocessors . . d



Networked Organizations

 Virtual Organization Breeding Environment
(VBE) represents an association or pool of
agents - organizations, supporting institutions,
and individuals - that have the potential and
iInterest to cooperate.

 VBE is an establishment of a base long-
term cooperation agreement

« When a business opportunity is identified
by one member (acting as a broker), a
subset of these organizations can be
selected to form a VO



Networked organizations

A typical networked organization lifecycle

NN
\

X\
@

KNOWLEDGE i
TECHNOLOGIES L



Networked Organizations

Client
1\ @,

R

i

&~

Virtual organization Breeding
Environment (VBE)



KM in NOs

« Several problems occur:
— efficient storage of partners competencies

— updating, sharing, promoting and transferring of these
competencies

« Solved by adequate knowledge management
using knowledge technologies

« Knowledge map - a knowledge resource
repository is a necessity
— each partner must have access

— storing knowledge resources, process costs, resource
availability



Knowledge technologies for
knowledge mapping

Automatic gathering tools:
— Web crawling
— Information and keyword extraction

— Language technologies (lemmatisation,
grammar, dictionary)

Data storage - relational database technology
Data analysis and decision support

— Social Network Analysis

— Data, Text and Web mining, clustering

— Machine learning tools (classification trees,...)
— Decision support systems and tools
Presentation

| — Visualisation tools (text and data visualisation)
(miisiseis  — Social network visualisation and analysis tools i



Introduction to KM: Outline

« What is KM: A traditional view

* KM in New economy: A Networked
Organizations (NOs) perspective

—> Selected knowledge technologies for KM in

NOs:

— Social Network Analysis:
* A case study — ILPNet2, using Pajek
* A case study in semi-automated trust modeling
— Text mining:
* A case study in semi-automated ontology construction —
ILPNet2, using OntoGen

* A case study in structuring of competencies of partners
of the Virtuelle Fabrik Swiss industrial cluster, using
i1 GE gCLUTO
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Goals of social network analysis

Coauthorship exploration through social
network analysis (Pajek)

— Who are the most important authors in the area? Are
there any closed groups of author, Is there any person
iIn-between most of these groups? Is this same person
also very important?



The domain: ILPnet2

* Network of Excellence in Inductive
Logic Programming (1998-2002),
consisting of 37 universities and
research institutes
http://www.cs.bris.ac.uk/~ILPnet2/

« Successor of ILPnet (1993-1996)

 The ILPNet2 publications database:

— 589 authors, 1046 co-authorships, 1147
publications from 1971 to 2003




Social network analysis with Pajek

« Data extraction and preparation
— Web data extraction
— Data cleaning
— Relational database construction

« Social network analysis, by exploring
— Cohesion

— Brokerage
— Ranking



Data extraction and preparation

« Data in BibTeX format, one file for every year
http://www.cs.bris.ac.uk/~ILPnet2/Tools/Reports/Bibte

xs/2003, ...,
« Data acquired with the wget utility — a shell script
that collects the data from the Web is as follows:

$ for((i=1971;i<2004;i++)); do
wget

http://lwww.cs.bris.ac.uk/~ILPnet2/Tools/Reports/B

ibtexs/$; done
e (Collected data converted into the XML format

@anes -




Data cleaning and database
construction

« Data cleaning
— normalization of authors names
 Relational database construction
— using Microsoft SQL Server
— database schema
* Pajek input format
— vertices:
« author’s ID and name
— edges:
« defined with two connected vertix —_
IDs oy %

1d
» weight correspond to the degree e H
of collaboration (# of co- po
authorship) between the two ﬂ
authors. o

2 Keywords
Hlame |l
[Desc] Keyward

Publicationld




Social network of ILPNet2 authors
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Vertex degree and density

Degree of a vertex = the number of lines incident with it.

ILPNet2 density = number of lines / maximum possible
number of lines = 1046 / 173166 = 0.0060

Distribution of degree in the ILPnet2 network of co-authorships
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ILPnet2 social network — removed
lines with value < 10 and vertices with

sive) degree reduction of N24 [1] (24)
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Components in the ILPnet2

network
Components identify cohesive subgroups — groups of vertices in
a hon-directed coauthorship network, connected by semipaths
(with max 1 occurrence of every vertex)

. D:\DOKUMENTIMPSYFAKS MP§\Knuwl=dge management\KMMIpNet2Lib1.net (589) / C6. Weak Components of N1 [>=1] (589, comp.=110)
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Zoomed ILPNet2 component

Smaller ILPNet2 components are country biased
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Brokerage in the ILPNet2 network

Vertex degree of centrality = the number of lines incident with it

Closeness centrality = the number of other vertices divided by
the sum of all distances between the vertex and all others

Betweeness centrality = the proportion of all shortest path
between pairs of other vertices that include the given vertex
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ILPNet2 ranking through acyclic
decomposition
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Acyclic decomposition
Pnet2, hierarchical

view (people)
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Introduction to KM: Outline

« What is KM: A traditional view

* KM in New economy: A Networked
Organizations (NOs) perspective

« Selected knowledge technologies for
KM in NOs:

— Social Network Analysis:
* A case study — ILPNet2, using Pajek
:> * A case study in semi-automated trust modeling
— Text mining:
» A case study in semi-automated ontology
construction — ILPNet2, using OntoGen



A guestionnaire-based trust

acquisition method

* Modeling trust between partners (individuals,

institutions) using multi-attribute decision support

l' F (X5, Xa,Xs)

F(X11X2!X3)

I X1 l X2 I X3 X4 Xs

overall
evaluation

utility
function

aggregate
attribute

utility
function

basic
attributes



A guestionnaire-based trust
acquisition method

* E.g., Use user-defined features functions for trust
modeling:
— time
— quality
— cost
— reputation
— past collaborations
— profit made in collaborations

ActualVal — MinVal
MaxVal — MinVal

KNOWLEDGE s
TECHNOLOGIES i

NormalizedVal =




A guestionnaire-based trust
acquisition method

« User-defined features and utility functions for trust

modeling h
TRUST

0. 4><QUALITY+O 2xREPUT+O. 4><PAST COL

QUALITY iPAST COLL\

0.3xTIME+O. 4><QUAL+O 3xCOST 0 8xCOLL+0.2xPROFIT

l TIME \l QUAL \l COST \ REPUT l COLL ”PROFIT\
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Virtuelle Fabrik

 a Swiss industrial cluster: Virtuelle Fabrik A.G., St.
Gallen

« Cluster of partners from mechanical engineering
industry

* http://www.virtuelle-fabrik.com
« collaborating expert: Stefan Bolhalter, a VF manager

* The goal of our project: Visualization of partners
reputation and collaboration

NOWLEDGE Lk
DLOGIE o
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Virtuelle Fabrik

 Reputation, each of properties has values from 1 to 6
(6 is very good, 1 is very bad)
— activity
— punctuality
— reliability
— partnership
— love of risk
— economical situation
« Collaboration:
— matrix of collaboration, values from {1, 2, 3}

NOWLEDGE ka
DLOGIE B
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Virtuelle Fabrik

 Reputation computed as the average of the basic
input attributes

‘ 0.5xQUALITY=0. 5><COLLABORATION \

REPUTATION—AVERAGE

ACT IVITYI :
PUNCTUALITY\ l RELIABILITY\ PARTNERSHIP

» Other representations possible

COLLABORATION

ECON.
SITUATION

EEEEEEEEEEEEEEE



Virtuelle Fabrik
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Virtuelle Fabrik

 The proposed decision support approach enables
the evaluation and visualization of mutual trust
between partners and can be used to find most

trusted CNO partners in the process of creating a
new VO

 The graph did not show new or surprising
relationships to Stefan Bollhalter

« But the graph enabled him to visualize and confirm
his knowledge about VF

NOWLEDGE rE
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Trust modeling through Web mining

* Analysis made for 102 individuals from 20
organizations participating in the ECOLEAD project

 Modeling trust between partners (individuals,
institutions)

* Trust modeled from two components:

— Reputation: measured by the # of papers published
in SCI journals and # of SCI citations

— Collaboration: measured by the # of joint papers
and # of name co-occurrences on the web

RARTMENT OF
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“Trust” computation

« User-defined features and utility functions for trust

modeling
l TRUST(X) \

W1xREPUTATION + w2xCOLLABORATION ]J

REPUTATION(X)
|

‘ w3xWOS + wixCITESEER w5xGOOGLE + w6xCITESEER ]

COLLABORATION(X,y)

lWEBOFSCIENCE\ l CITESEER \ l GOOGLE \ l CITESEER \
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Reputation

« Citation index

 Taken from:
— Web of Science, http://wos.izum.si
— Citeseer, http://citeseer.ist.psu.edu

TOPIC: Enter terms from the article title, keywords, or abstract Examples
[T Title anky

AUTHOR: Enter one or more author names as O'BRIAN CF OR OBRIAM CF

IIaeru:: h*

SOURCE TITLE: Enter journal title or copy and paste from the source list

ADDREESS: Enter terms from an author's affiliation as YALE UMM SAME HOSP (see abbreviations list)

Search using terms entered above.

ca ol Save the search terms for future use.

KNOWLEDGE L
TECHNOLOGIES e
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Reputation

« Citation index

 Taken from:
— Web of Science, http://wos.izum.si
— Citeseer, http://citeseer.ist.psu.edu

CiteSeer rinq n lavrac OR nada lavrac Documents Citations

s el Likwes sbass i Dbgital Lilirary

=earching for n lavrac or nada lavrac.
Restrict to:  Author Title Order by: Expected citations Date Hits: 100 Try: Google (CiteSeer] Google (WYeb) CzB DELP

13580 citations found. Retrieving citations. ..

Context Doc  T6F (37): N. Lawvrac and 5. Dzeroski. Inductive Logic Prograraming: Techhiques and Applications. Ellis Horwood, 1994,

Context Doc 63 (3 Ryszard 5. Michalski, lgor Mozetic, Jiarong Hong, and Hada Lavrac. The multinpurpose incremental learning sysi
application to three medical domains. In AAALGE, 1041 -- 1045, 1986,

Mantawt Mo AN 7M1 bichaleln P2 Bdazotice | Hoan | oand D awrae B M1O5EY Tha rmnticnnirmnca incrarmantal aarmina cicctam 401
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Collaboration

* Number of co-occurrences in:
— Citeseer, http://citeseer.ist.psu.edu
— Google, http://www.google.com

CiteSeer - [(n lavrac OR nada lavrac) AND (d miad = Documents | Citations

i L sms irans o Ebbggitoal Lilivsary

Searching for (n lavrac or nada lavrac) and {d mladenic or dunja mladenic).
Restrict to:  Header Title Order by: Expected citations Hubs LUsage Date Try: Google (CiteSeer) Google Mfeb) C=B DBLF

2 docurments found. Order: number of citations.

Feature Subset Selection in Association Rules Learning Systems - Yiktar Jovanoski Mada [Correct)
the research. References 1]%. Jovanoski and N. Lawvrac, Using Association rules for Inductive Concept
Rules Learning Systems Yiktor Jovanoski, Nada Lavrac Jozef Stefan Institute Jamowva 39, 1000
wanen-31. 15, sl arkoGrobelnikiawamidad9jovanoski. ps

Strojno Ucenje Ma Mehormogenih, Distribuiranih Tekstovnibh Podatkib - Mladenic (19981 [(Correct)
Conference on Machine Learning ICML35. B3] Lavrac, N. Dzeroski, 5. 1994)Inductive Logic

wolld like to express my thanks to Assist. Prof. Nada Lavrac, my advisaor at J. Stefan Institute for her
Conference on Machine Learning ECMLY8. 73] Mladenic, D. 19931 Turning ¥ahoo into an Automatic
wennwy, C 5, cml.edufatsfos/project/theo-ddext-learning b e papers/PhDAFhDFinal. ps. gz

Try wour query at. Google (CiteSeer) Google (Web) CSE DELP

CiteSeer - Copyright MEC and |ST

DERARTMENT OF
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Collaboration

« Number of co-occurrences in:
— Citeseer, http://citeseer.ist.psu.edu
— Google, http://www.google.com

Weh Images Groups MNews Froogle  more »

GO Ogle |("n lavrac” OR "lavrac n" OR "nada lavrac™) AND |~ Search | w

The "AND" operator is unnecessary - we include all search terms by default. [details)
"dunja” (and any subsequent words) was ignored because we limit queries to 10 wards.

Web FResults 1-10 of about 162 for ("n lavrac™ OR “lavrac n" OR "nada lavrac") AND ("d mladenic” OR "mladenic d" OR "dunja mladenic"). (0.54 seconds)

Eeferences for Shaomin ¥Wu
... Meta-Learning, M. Bohanec, B. Kasek, N. Lavrac and D. Mladenic, editars, pages ... Support
and Meta-Learning, Christophe Giraud-Carrier, Nada Lavrac and Steve ...

w05, bris ac.uk/Publicationsd pub_by_author jsp?id=128843 - Bk - Cached - Similar pages

KNOWLEDGE
TECHNOLOGIES
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Trust

Reputation

SUBMIT M K5

@ 7267411 docllinents matched the query.

Collaboration

hARK ALL

it (0

l@

Searchmg for n lavrac or nada lavrac.

Ie Order by:  Expected citations Date Hits

‘ 1350 EItEItIDﬂS ﬂ:u_md Re®ieving citations..

Doc

ing for n lavrac or nada lavrac
ents found. Order: number of

| Feature Subset Selection in Association

SEEI" Find: | in lavrac OR nada |z

s s e

nd {d mladenic or dunja mladenic).
pected citations Hubs Usage Date
ations.

Header Title Order by:

ules Learning Systems - “iktor Jovanos

Cﬂ‘emr Find: In lavrac

e L s

167 (31). N. Lavrac and =. Dzeroski. Inductive Logy

/ iau Context
\TECHNOLO

We lmages  Groups  Mews  Froogle  more

GO ngle | ' |afkac” OR “lavrac n* OR "nada lavrac”) AND =

The "AND" operator is unnecessary -- we include all
" o any subsequent words) was ignored be

@ ("n lavrac" OR "lavrac n" OR "nada |

Eeferences for Shaomin Wy

Web Results 1- 10 of 4

... Meta-Learning, M. Bohanec, B. Kasek, N. Lavrac and D. Mladenic, editors,




“Trust” between individuals
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“Trust” between institutions

CSIM - ITESM
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Introduction to KM: Outline

« What is KM: A traditional view

* KM in New economy: A Networked
Organizations (NOs) perspective

+ Selected knowledge technologies for KM in
NOs:

— Social Network Analysis:
* A case study — ILPNet2, using Pajek
* A case study in semi-automated trust modeling

:> — Text mining:

* A case study in semi-automated ontology construction —
ILPNet2, using OntoGen

* A case study in structuring of competencies of partners
of the Virtuelle Fabrik Swiss industrial cluster, using
i1 GE gCLUTO
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Text Mining:
Levels of Text Processing

Word Level

— Words Properties

— Stop-Words

— Stemming

— Frequent N-Grams

— Thesaurus (WordNet)
Sentence Level

Document Level
Document-Collection Level

IP](E RT’&NI:EFDGE .



Stemming and
Lemmatization

 Different forms of the same word usually

problematic for text data analysis

— because they have different spelling and similar meaning (e.g.
learns, learned, learning,...)

— usually treated as completely unrelated words

« Stemming is a process of transforming a word into
its stem
— cutting off a suffix (eg., smejala -> smej)

* Lemmatization is a process of transforming a
word into its normalized form

— replacing the word, most often replacing a suffix (eg.,
smejala -> smejati)

RARTMENT OF
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Stemming

* For English it is not a big problem - publicly

available algorithms give good results

— Most widely used is Porter stemmer at
http://www.tartarus.org/~martin/PorterStemmer/

 In Slovenian language 10-20 different forms
correspond to the same word:

— (“to laugh” in Slovenian): smej, smejal, smejala, smejale,
smejali, smejalo, smejati, smejejo, smejeta, smejete, smejeva,
smejes, smejemo, smejiS, smeje, smejoC, smejta, smejte, smejva

RARTMENT OF
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Text Mining:
Levels of Text Processing

Word Level

Sentence Level

Document Level

« Document-Collection Level
— Representation

— Feature Selection

— Document Similarity

— Categorization

— Clustering

— Summarization

RARTMENT OF
DWLEDGE T
OLOGIES HH



Bag-of-words document
representation

0 learning
3 journal
- M - 2 intelligence
Jowrnal of Artificial Intelligence 0 text
0 agent
TATR is arefereed journal, coverd £as 1 internet
of Artificial Intelli i 1s distributed "””/ﬂ 0 webwatcher
free of ch int T‘E’cf’ll”_—
ce 0 I ElI‘gE, ovr E]I‘f CIme aCh Vallme "‘\ D PEI']E
of the jowrndl is also published by Morgan
Eaufrnan....
1 | volume
. y
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Word weighting

 In bag-of-words representation each word is
represented as a separate variable having
numeric weight.

* The most popular weighting schema is
normalized word frequency 'I'\II:IDF:

tfidf (w) = tf. IOg(df (W))

Tf(w) — term frequency (nymber of word occurrences R a document)

Df(w) — document frequency (number of documents containing the word)
N — number of all documents
Tfidf(w) — relative ignportance of the word in the document

The word is more important if it appears The word is more important if it
several times in a target document appears in less documents



Example document and its
representation

TRUMP MAKES BID FOR CONTROL OF RESORTS Casino
owner and real estate Donald Trump has offered to acquire all
Class B common shares of Resorts International Inc, a
spokesman for Trump said. The estate of late Resorts chairman
James M. Crosby owns 340,783 of the 752,297 Class B shares.
Resorts also has about 6,432,000 Class A common shares
outstanding. Each Class B share has 100 times the voting
power of a Class A share, giving the Class B stock about 93 pct
of Resorts' voting power.

RESORTS:0.624] [CLASS:0.487] [TRUMP:0.367]
VOTING:0.171] [ESTATE:0.166] [POWER:0.134]
‘CROSBY:0.134] [CASINO:0.119] [DEVELOPER:0.118]
SHARES:0.117] [OWNER:0.102] [DONALD:0.097]

... [STOCK:0.035] [YORK:0.035] [PCT:0.022] [MARCH:0.011]




Cosine similarity between
document vectors

 Each document is represented as a
vector of weights D = <x>

* Similarity between two vectors is
estimated by the similarity between their
vector representations (cosine of the
angle between the two vectors):

Z XliXZi
|

Similarity (D,,D,) =

V2 X 2 %

Jokef Stefan Institute



Document Clustering

» Clustering is a process of finding natural
groups in data in a unsupervised way (no
class labels pre-assigned to documents)

 Document similarity is used

* Most popular clustering methods are:
— K-Means clustering

— Agglomerative hierarchical clustering
— EM (Gaussian Mixture)

RARTMENT OF
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K-Means clustering

* Given:
— set of documents (eg., word-vectors with TFIDF),
— distance measure (eg., cosine similarity)
— K - number of groups

* For each group initialize its centroid with a
random document

* While not converging

— each document is assigned to the nearest group
(represented by its centroid)

— for each group calculate new centroid (group
mass point, average document in the group)

T’;NEEFBGE
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Introduction to KM: Outline

« What is KM: A traditional view

* KM in New economy: A Networked
Organizations (NOs) perspective

+ Selected knowledge technologies for KM in
NOs:

— Social Network Analysis:
* A case study — ILPNet2, using Pajek
* A case study in semi-automated trust modeling
— Text mining:
|:> * A case study in semi-automated ontology construction —
ILPNet2, using OntoGen

* A case study in structuring of competencies of partners
of the Virtuelle Fabrik Swiss industrial cluster, using
i1 GE gCLUTO
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Goals of ILPnet2 analysis

 Research contents analysis through ontology

construction (OntoGen)

— Which are the main topics explored by ILP
researchers? Can one reverse engineer the list of
ILPNet2 keywords ? Can one classify the ILP papers
into the suggested keyword categories ?

* Improve ontology construction through term
extraction and visualization



Ontology construction with
OntoGen

* OntoGen: a system for data-driven semi-
automated ontology construction

— Semi-automatic: it is an interactive tool
that aids the user

— Data-driven: aid provided by the system
is based on the data (text documents)
provided by the user

* Freely available at http://ontogen.ijs.si




Data extraction and preparation

« Data in BibTeX format, one file for every year

http://www.cs.bris.ac.uk/~ILPnet2/Tools/Repor
ts/Bibtexs/2003, .

« Data acquired W|th the wget utility
 Collected data converted into the XML format

« Text data preprocessed using a predefined list of
stop-words and the Porter stemmer.

KNOWLEDGE m=m
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OntoGen ontology construction
using k-means clustering
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OntoGen

ntongy

visualization

tndology visualization  Concept's documents  Conerpt Vissakration

50 o cion e bt 3

* Ontology construction and
learning
« Semi-Automatic:

— Text-mining methods
provide suggestions and "
insights into the domain

— The user can interact =
with parameters of text-
mining methods

— All the final decisions are
taken by the user

« Data-Driven: o

— Most of the aid provided IR ||SEEESIEE E
by the system is based e =
on some underlying data
provided by the system

— Instances are described :
by features extracted
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instance
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Recent advances in concept
naming and visualization

* Visualization and sub-concept selection
with DocumentAtlas

 Advanced concept naming with OntoTerm
— Using TermExtractor

— Populating the terms and keyword extraction
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Improved OntoGen ontology
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Advanced concept naming method

OntoTermExtractor methodology:

 Use document clustering to find the nodes
in the topic ontology

 Perform term extraction from document
clusters using the TexmExtractor tool, freely

available at
http://Icl2.uniromal.it/termextractor,

 Populate the term vocabulary and repeatedly
perform keyword extraction
 Choose sub-concept names by comparing
the best ranked terms with the extracted
EGE keywords e

\TEGHNOLOGI



ILPNet2 publications by TermExtractor

Best-ranked terms extracted from

Top-10 terms extracted Term Domain Domain Lexical Cohesion

from ILPNet2 Weigh Releva Conse

t nce nsus

inductive logic 0.928 1.000 0.968 0.557
logic programming 0.924 1.000 0.988 0.293
inductive logic 0.893 1.000 0.966 0.181

programming
background knowledge 0.825 1.000 0.737 0.835
logic program 0.824 1.000 0.867 0.203
machine learning 0.785 1.000 0.777 0.221
data mining 0.776 1.000 0.691 0.672
refinement operator 0.757 1.000 0.572 1.000
decision tree 0.742 1.000 0.613 0.714
Inverse resolution 0.722 1.000 0.557 0.894

0.718 1.000 0.594 0.684

experimental result




Populating the term vocabulary:
Invoking Google search

Polulation of the term vocabulary, extracted by
the TermExtractor, is performed as follows:

« Google web search was invoked by a query,
generated from each term, by taking its
words and attaching an extra keyword "ILP"
to limit the search to ILP related web pages.

 The query was then sent to Google and
snippets of the returned search results were
used to populate the term.



Term Population - Details

 We want model for each term
« Can tell if term is related to a given document

 For this we need instances
 Retrieval approach

« Each term was issued as a query over ILPNet2
documents

 Documents weighted according to their TFIDF score
were used as instances

« Google search approach
« Each term was issued as a query to Google

« We added keyword “ILP” to limit results to ILP
domain

« Example: Term: “inductive logic programming,
Query: “ILP inductive logic programming”
* Snippets from results were used as instances
 In practice Google approach seams to give better

(m,jk;ﬂﬁgvtmﬁe results Web is richer and more diverse data source
\ 4 J stitute



Populating the term vocabulary:
Invoking snippets to populate the terms

Polulation of the term vocabulary, extracted by
the TermExtractor, is continued as follows:

 For each query the Google snippets of the
first 1000 results were used.

« The snippets served as input for term
modeling.

 The models generated for each term, using
this data, were then used for generating the
concept suggestions and name suggestions
in OntoGen.



Examples

Q: ILP “predictive
Q: ILP “search space” accuracy”

(€ 1LP "search space” - Google Search - Windows Internet Explorer o= =S € 1LP "predictive sccuracy” - Google Search - Windows Internet Explorer =1 EoR| <=
@‘\J = [[C] httpy/wsww. goagle.comysearchisource=igahl=enaq=ILp +%22search+spa = | 43 | % | [ ILP “refinement operator 2~ @\J = [ICl nttp:samanm gaogle comysearchhi=enairls=com.micrasofts3avaa=iLp+% | 43| X | [ ILP “refinement operatar” 2~
Wk IEE «|[GI1LP "search space” - Go... % ([C]1LP “predictive accuracy” ... | | fi v B v & v [Eage v G Taoks v U ke 82 - [GJuP "search space” - Gaogl.. [P "predictive accurac.. x | | B - v v [ Bage v 3 Tools v

Web |mages VYideo MNews Maps Gmail more ¥ = Web Images Video MNews Maps Gmail more ¥ =

blazfor@gmail.com | My Motebooks | Web H blazfor@gmail.com | My Notebooks | Web H
& " n dvanced Search & " " Adwanced Search

GO ngle ILP "search Space Preferences GO L-)gle LP predlct\ve accuracy Preferences

Web Personalized Results 1 - 10 of about 47,600 for ILP “searc Web Personalized Results 1 - 10 of about 9,330 for ILP “predictive ac |

Did you mean: HELP "search space" wor Boosting Descriptive ILP for Predictive Learning in Bioinformatics

File Format: PDF/Adobe Acrobat - View as HTWL
worl ILP through Propositionalization and Stochastic k-term DNF Learning predictive accuracy of ILP can often be increased by boosting, there is still much. room for
File Format: PDFfAdohe Acrobat - View as HTML i improwvement. In particular, the run-time performance of ILP ...

ILP has been successfully applied to a variety of tasks. Mevertheless, ILP sys-. tems have Wi doc i ac uk/crgipapsrsiiang_ilp06.pdf - Similar pages - Mote this

huge time and storage requirements, owing to a large search space ...

labe felk cvut czi~zeleznypubsiilp-short0Bb.pdf - Similar pages - Note this ps1 Estimating the predictive accuracy of a classier

File Format, Adobe PostScript - Miew as Text
Look-ahead in ILP by Taming the Hypothesis Search Space ... preference order over a pool of classiers, based on predictive accuracy and ..... Workshop

This paper presents an information theoretic ILP systemn, NFOIL which, by the wirtue of its on Data Mining, Decision Support, Meta-Leaming and ILP, 2000. ...
unconditional look ahead while searching for the targst theory, ... wienni metal-kdd org/publications/bensusan_kalousis_ecmi0l ps - Similar pages - MNote this

citeseer.ist.psU.eduf 190705 html - 19k - Cached - Similar pages - MNote this

or Measuring Performance when Positives Are Rare: Relative Advantage ...

Macro-operators in Multirelational Learning: a Search-Space ... ing framewiork of the Inductive Logic Programming {ILP) system CPro- ... suredusing both

Wacro-operators in Mulirslational Leaming: o Search-Space Reduction Technique [Make ... predictive accuracy anda new cost function, Relative ...
25 Lookahead and discretization in ILP - Blockeel, De Raedt - 1997 ... uasrspanoetiniccaiindexiEBr0ceg S matpdipy s im larpagesEhiotelinis

citeseer.ist psu.edus539991 html - 19k - Cached - Similar pages - MNote this

por Estimating the Predictive Accuracy of a Classifier

ror Microsoft PowerPoint - pilp the predictive accuracy of a classifier. We present a scenario where meta- ..... Workshop
File Format: PDFfAdobe Acrobat - View as HTWL on Data Mining, Decision Support, Meta-Learning and ILP, 2000 ...

ILP search space consists of all syntactically. legal hypotheses (clauses) constructed from. wiww springerlink. comiindesd TnhixZ2aevuugeegm pdf - Similer pages - MNote this

the predicates provided by the background. knowledge ... [ Mare results from www springerlink com ]

wity 05 nmsU. edui~ipivikinalKLAP/ilp . pdf - Similar pages - Mote this
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Sample snippets for a given term

Top 5 snippets that were returned for the query

"ILP predictive accuracy”:

Boosting Descriptive ILP for Predictive Learning in
Bioinformatics -- general, this means that a higher predictive
accuracy can be achieved. Thirdly,. although some predictive
ILP systems may produce multiple classification ...

Imperial College Computational Bioinformatics Laboratory
(CBL) -- Results on scientific discovery applications of ILP are
separated below ... Progol's predictive accuracy was
equivalent to regression on the main set of 188 ...

Evolving Logic Programs to Classify Chess-Endgame
Positions -- indicate that in the cases where the ILP algorithm
performs badly, the introduc-. tion of either union or crossover
increases predictive accuracy. ...



Comparing best-ranked terms with
OntoGen-generated concept keywords

 For all the seven concepts the first-ranked term
suggested from the vocabulary was selected.

« Sample lists of concepts with selected name,
followed with the second suggested name, and the

most important keywords as chosen by OntoGen:

— Learning system (learning algorithm) -- learning, system, rule,
language, methods, machine_learning, machine, approach, ilp,
grammars

— Decision tree (logical decision tree) -- order, inductive, trees,
order_logic, discovery, decision, application, decision_trees,
database, experiments

« OntoTerm method has, through term extraction and
population, indeed succeeded to rank the terms and

/s choose them for concept naming in a meaningful
QTEGHNOLOGIES _way. i



ILPNet2 Summary

Ontology construction with OntoGen was successfully
used for research contents analysis in ILPNet2, but
naming of concepts proved to be problematic

A novel concept naming methodology was developed
The developed OntoTerm method has, through term
extraction and population, indeed succeeded to

appropriately rank the terms, choosing them for concept
naming in a meaningful way.

Results of analysis were evaluated by domain expert (NL
Q)

In further work we plan to implement this methodology as
part of the OntoGen toolbox.



Introduction to KM: Outline

« What is KM: A traditional view

* KM in New economy: A Networked
Organizations (NOs) perspective

+ Selected knowledge technologies for KM in
NOs:

— Social Network Analysis:

* A case study — ILPNet2, using Pajek

* A case study in semi-automated trust modeling
— Text mining:

* A case study in semi-automated ontology construction —
ILPNet2, using OntoGen

::> * A case study in structuring of competencies of partners
of the Virtuelle Fabrik Swiss industrial cluster, using
i1 GE gCLUTO

i DERARTMEN
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Ontology construction experiment:

Structuring and visualization of
NO competencies

* Approach: Applying knowledge
mapping tools for competency
visualization and structuring of
competencies of partners of the
Virtuelle Fabrik Swiss industrial

cluster

DERARTMENT OF



Structuring and visualization of
VF competencies

« Structuring the expertise of companies:
Analysis of VF partners business data
(a subset of VF industrial cluster - 20

companies from the Bodensee sub-

CI U Ste r) Table 2 - Company 1dentifiers assigned to company names.
1 AE&P 2 ALWO | 3 Bachh | 4 Bruggh | 5 Bem

6 Buchler | 7 Ccb 8 Flube | 9@ KEBEB 10 Hzese
11 TImmotool | 12 Knobel | 13 IPG 14 M4S 15 OME
16 Pantec 17 Schar 18 SMA | 19 Sulzer | 20 Wiftech

* Our approach: Apply hierarchical k-
means document clustering and
visualization

RARTMENT OF
DWLEDGE e
LUGIES .



Descriptions of 20 VF partners

A | z | o o
Virtuelle Fabrik Euregio Bodensee (VFEB): Firmenprofile
=] Produkis, Cl=nstielsivngen Harnkompsisnoen bz, Harpisohnologlen
Sidinler AG, Uy T.
Fhabe AG, Lomrisy 2 sl Pourzdneineen
g eoimpies rsch )
15 _ e
Wom FOrponaman raminaer
r iber edn grosses B
: 10 ] v ':I::‘ﬁ:': esmige:
1 -JE'P_amr.‘lzur OF
KNOWLEDGE
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VF partners clustering
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[herstellmng, antwicklung, naoagenamnt]
[antwicklung, :l:l.'n:l.garun.'r. acgingaring]
[:l:.::l:.:-gnn.n:l:lt n.-nnr:l.n.g_. B:g1]
(mansfaTans, | ::n:i‘..[tn.lzl:u:l

lsgl, enginearing, wisual]

iwak . |_'.|1'|:|‘|i'.l:-l saginearing)

ivisual, Egi, wondarwala]

[anbwicklung cgr-:-ﬂ.ur.tn tackml schicr]
[produoktentwlcklong, unterstutzung, basteheodsr]
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ke
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[entaga, baugruppsnmontage, lotarnatdicnats)

||:|:-:-:|1.'r.a;|a. anl=gen, automatiom]

(fntaraaticnalea, druckgyuse, .fnr:.igl_l

imaatage, moatagearbailen UiTean

[EaugCUpE-amnmont 106, T.a-::hn tarnetdianacal

(prufprotoksll, soudaranlsgan, #srien
{Intaroetdieacta, techkn, (ofcrmabik]

[herstallung, :|.l.|.|.'-:|:|:|:|:|:||:|::|:. uligtfartirma)

|_'.h.-::|:iI:n11 « Flambiliktak, schoalligksit]
(tranefonmaborsa, produtizoforderungan. sicherfafll)

[herstellung, Er:ﬂ:lr.an.‘r.ui:l-:llm;in.. I-::l'ﬁllal:'r.-ar]
ikarstalluag, Xoostrakiion, matariziica)
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VF partners competency
visualization

'|

C

Figure 3 - Mountain visualization of s1x clusters, described with most descriptive
words.
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VF partners competency
visualization
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Summary

What is knowledge
Traditional view of KM

KM in the new economy: A networked
organizations perspective

Selected knowledge technologies for KM

Using Web crawling and social network
analysis for trust modeling and competency
structuring through ontology construction



