Decision trees

A decision tree is a predictive model which maps observations about an item to conclusions about
the item's target value. Another name for such tree models is classification trees. In these tree
structures, leaves represent classifications and branches represent conjunctions of attribute-values
that lead to those classifications. In decision trees, each interior node corresponds to an attribute;
an arc to a child represents a possible value of that attribute. A leaf represents a possible value of
target variable given the values of the variables represented by the path from the root.

A tree can be "learned" by splitting the source set into subsets based on an attribute value test. This
process is repeated on each derived subset in a recursive manner. The recursion is completed when
splitting is either non-feasible, or a singular classification can be applied to each element of the
derived subset. In advanced algorithms like C4.5 (J48), other stopping criteria are also used.

Decision tree induction - Algorithm ID3

Given: training set S

Compute the entropy E(S) of the set S

2. IFE(S)=0

3. The current set is “clean” and therefore a leaf in our tree
4. IFEGS)>0

5. Compute the information gain of each attribute Gain(S, A)
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The attribute A with the highest information gain becomes the root
Divide the set S into subsets S; according to the values of A
Repeat steps 1-7 on each S;

The information gain of an attribute Gain(S ,A) is computed as follows:
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The entropy of a set E(S) is computed as follows, where p. are probabilities of each class:
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Exercise

Given: Attribute-value data with nominal target variable Lenses.
Induce a decision tree and estimate its performance on new data.

The data:

Person Age Prescrigtion | Astigmatic | Tear_Rate |Lenses
P1 waung myape no narmal YES
P2 waung myape no reduced HO
Pz waung hypermetrope no narmal YES
P4 waung hypermetrope no reduced HO
P& waung myape ves narmal YES
PE waung myape ves reduced HO
Py waung hypermetrope ves narmal YES
pa waung hypermetrope ves reduced HO
Pa | pre-presbyopic myape no narmal YES
P10 |pre-presbyopic myape no reduced HO
P11 |pre-presbyopic | hypermetrope no narmal YES
P12 |pre-presbyopic | hypermetrope no reduced HO
P13 |pre-presbyopic myape ves narmal YES
P14  |pre-presbyopic myape ves reduced HO
P15 |pre-presbyopic | hypermetrope ves narmal HO
P1E  |pre-presbyopic | hypermetrope ves reduced HO
P17 presbyapic myape no narmal HO
P1a presbyapic myape no reduced HO
P14 presbyopic  |hypermetrope no narmal YES
P20 presbyopic  |hypermetrope no reduced HO
P21 presbyapic myape ves narmal YES
p22 presbyapic myape ves reduced HO
P23 presbyopic  |hypermetrope ves narmal HO
P24 presbyopic  |hypermetrope ves reduced HO

We split the data into two parts: one for training and one for testing.

Training set

Person Age Prescrigtion | Astigmatic | Tear_Rate |Lenses
P1 waLng myape no narmal YES
P2 waLng myape no reduced HO
P4 waLng hypermetrope no reduced HO
Pa waLng myape Ves narmal YES
PE waLng myape Ves reduced HO
Py waLng hypermetrope Ves narmal YES
Pa waLng hypermetrope Ves reduced HO
P10 |pre-presbyopic myape no reduced HO
P11 |pre-presbyopic | hypermetrope no narmal YES
P14 |pre-presbyopic myape Ves reduced HO
P17 preshyapic myape no narmal HO
P1g preshyapic myape no reduced HO
P14 presbyopic  |hypermetrope no narmal YES
P20 presbyopic  |hypermetrope no reduced HO
P21 preshyapic myape Ves narmal YES
P22 preshyapic myape Ves reduced HO
P24 presbyopic  |hypermetrope Ves reduced HO




Testing set

Persan Age Prescription | Astiomstic | Tear_Rate |Lenses
P3 yaung hypermetrope no normal YES
P3| pre-preshyopic myape no normal YES
P12 |pre-presbyopic | bypermetrope no reduced HO
P13 |pre-preshyopic myape Ves normal YES
P15 |pre-presbyopic | bypermetrope Ves normal HO
P16 |pre-presbyopic | hypermetrope Ves reduced HO
P23 preshyopic  |hypermetrope Ves normal HO

We induce a decision tree on the training set S according to the algorithm ID3.
Compute the entropy E(S) of the set S:

Training set

Perzon Agge Prescripgtion | Astigmatic | Tear_Rate |Lenses
P young MYy ope gla] narmal YES
P2 young MYy ope gla] reduced HO
P4 young hypermetrope gla] reduced HO
Ps young MYy ope yES narmal YES
PE young MYy ope yES reduced HO
pT young hypermetrope yES narmal YES
Pa young hypermetrope yES reduced HO
PO |pre-presbyopic MYy ope gla] reduced HO
P11 |pre-presbyopic |hypermetrope gla] narmal YES
P14 |pre-presbyopic MYy ope yES reduced HO
P17 preshyopic MYy ope gla] narmal HO
P15 preshyopic MYy ope gla] reduced HO
P19 preshyopic  |hypermetrope gla] narmal YES
P20 preshyopic  |hypermetrope gla] reduced HO
P preshyopic MYy ope yES narmal YES
p22 preshyopic MYy ope yES reduced HO
P24 preshyopic  |hypermetrope yES reduced HO

There are 17 examples in our training set. 6 of
them have value Lenses=YES and 11 of them
have the value Lenses=NO.

E(S) = E(6/17, 11/17) = 0.94

Since the entropy E(S) is not zero, we compute the information gain of each attribute: Gain(S, A).

Information gain of the attribute Age on set S:

Training set

Perzon Age Prezcription |Astigmatic | Tear_Rate [Lenses
P yoLng MYy ope gla] narmal YES
P2 yoLng MYy ope gla] reduced HO
P4 yoLng hypermetrope gla] reduced HO
Ps yoLng MYy ope yES narmal YES
PE yoLng MYy ope yES reduced HO
pT yoLng hypermetrope yES narmal YES
Pa young hypermetrope yEes reduced HO
PO |pre-presbyopic MYy ope gla] reduced HO
P11 |pre-presbyopic |hypermetrope gla] narmal YES
P14 |pre-presbyopic My ope yEes reduced HO
P17 preshyopic MYy ope gla] narmal HO
P15 preshyopic MYy ope gla] reduced HO
P19 preshyopic  |hypermetrope gla] narmal YES
P20 preshyopic  |hypermetrope gla] reduced HO
P preshyopic MYy ope yES narmal YES
p22 preshyopic MYy ope yES reduced HO
P24 preshyopic  |hypermetrope yEes reduced HO

Gain (S,Age) =
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The attribute Age splits the set S into three subsets:
Age=young, Age=pre-preshyopic and
Age=presbyopic with 7, 3 and 7 instances
respectively.

In the subset Age = young, there are 3 items with
Lenses=YES and 4 with Lenses=NO.
E(Age=young) = E(3/7, 4/7) = 0.99.

Similar for the other two sets:
E(Age=pre-presbyopic) = E(1/3, 2/3) =0.92
E(Age=presbyopic) = E(2/7, 5/7) = 0.86

E(S) - 7/17 E(Age= young) — 3/17 E(Age=pre-preshyopic) — 7/17 E(Age=preshyopic) =
=0.94-7/17 * 0.99 — 3/17 *0.92 — 7/17 *0.86 = 0.02



Information gain of the attribute Prescription on set S:

Training set

Perzon Are | Prescription |Astigmatiu:|Tear_Rate|L-&nses
P1 waung myape no narmal YES
P2 waung myape no reduced HO
P4 waung hypermetrope no reduced HO
Ps waung myape ves narmal YES
PE waung myape ves reduced HO
P7 waung hypermetrope ves narmal YES
PE waung hypermetrope ves reduced HO
P10 | pre-presbyapic myape no reduced HO
P11 |pre-presbyopic | hypermetrope no narmal YES
P14 |pre-presbyapic myape ves reduced HO
P17 preshyopic myape no narmal HO
P preshyopic myape no reduced HO
P14 preshyopic | hypermetrope no narmal YES
P20 preshyopic | hypermetrope no reduced HO
P21 preshyopic myape ves narmal YES
p22 preshyopic myape ves reduced HO
P24 preshyopic | hypermetrope ves reduced HO

Information gain of the attribute Astigmatic on set S:
Training set

Perzon Age | Prescription |.-'3-.31igmati|:|Tear_Hate|Lenses
P1 Y aLIng myape no niarmal YES
P2 Y aLIng myape no reduced HO
P4 Y aLIng by permetrope no reduced HO
PS Y aLIng myape Yes niarmal YES
PE Y aLIng myape Yes reduced HO
P¥ Y aLIng by permetrope Yes niarmal YES
PE Y aLIng by permetrope Yes reduced HO
P10 |pre-presbyapic myape no reduced HO
P11 |pre-presbyopic | bypermetrope no niarmal YES
P14 |pre-presbyapic myape Yes reduced HO
P17 preskhyopic myape no niarmal HO
P preskhyopic myape no reduced HO
P19 preshyopic | hypermetrope no niarmal YES
P20 preshyopic | hypermetrope no reduced HO
P21 preskhyopic myape Yes niarmal YES
p22 preskhyopic myape Yes reduced HO
P24 preshyopic | hypermetrope Yes reduced HO
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E(Prescription=hypermetrope) =
=E(3/7,4/7)=0.99

E(Prescription=myope) =
= E(3/10, 7/10) = 0.88

Gain (S, Prescription) =
= E(S) -
— 7117 E(Prescription=hypermetrope)
— 10/17 E(Prescription=myope) =
=0.94-7/17*0.99 - 10/17 * 0.88 = 0.02

E(Astigmatic=no) = E(3/9, 6/9) = 0.92
E(Astigmatic =yes) = E(3/8, 5/8) = 0.95

Gain (S, Astigmatic) =
= E(S) -

— 9/17 E(Astigmatic=no)

—  8/17 E(Astigmatic=yes) =
=0.94-9/17*0.92 - 8/17 * 0.95 = 0.006



Information gain of the attribute Tear Rate on set S:

Training set 0647
Perzon Age | Prescription |.ﬂ-.stigmati|: |Tear_Hate | Lenses 17.0
Tear Ba
P1 Y aLIng myape no niarmal YES
P2 Y aLIng myape no reduced HO Bf:'é%”?l ;E.EIHEEEI
P4 Y oLIng hrypermetrope no reduced HO 70 10.0
Ps Y oLIng myope Ve normal YES ES . MO .
PE Y aLIng myape yes reduced HO
=r] YaLIng hypermetrope YEs normal YES  E(Tear_Rate=normal) = E(6/7, 1/7) = 0.59
PE Y aLIng by permetrope yes reduced HO
P10 |pre-preskyopic myope Mo reduced HO E(Tear_Rate=reduced) = E(0/10, 10/10) =0
P11 |pre-presbyopic | bypermetrope no niarmal YES
P14 |pre-preskyopic myope YEs reduced HO Gain (S, Tear_Rate) =
P17 preskhyopic myape no niarmal HO = E(S) -
P13 preshyopic My opeE i reduced HO - 7/17 E(Tear_Rate=normal)
g preshyopic | hypermetrope no narmal YES — 10/17 E(Tear_Rate=reduced) =
P20 preshyopic | hypermetrope o reduced HO =0.94-7/17*0.59-10/17*0=0.70
P21 preskhyopic myape yes niarmal YES
p22 preskhyopic myape yes reduced HO
P24 preshyopic | hypermetrope yes reduced HO

The attribute with the highest information gain is Tear_Rate with information gain of 0.70. This
attribute is chosen to become the root of our tree. We recursively continue to build the tree on
subsets of set S according to values of the attribute Tear_Rate.

10._}33? On the one hand, the entropy of the subset with Tear_Rate=normal is
Toa B not zero, therefore we continue with the built. On the other hand, the
— educed entropy of the set Tear_Rate=reduced is zero, which means that the

?'SS L'ljjn classifies into class Lenses=NO.

0.857 . 1.000 . algorithm has reached the end and this node is a leaf of the tree. It

Information gain of the attribute Age on set Tear_Rate=normal:

Training set _lEI.?Eg?
Perzon Age | Prescription |.ﬂ-.st|gmat|-:|Lenses Te.ar =
P1 yeung myope ne VES normal ieduced
P3 UG My ope yes YES 0.E67 1.000
Pr woLng hypermetrope | yves YES 7.0 10.0
P11 pre-preshyopic | hypermetrope no YES o = EI:: - NO
: pre-preshyop presbyopic oLhg

P17 preshyopic myape no HC T 000 0EET 7000
P19 preshyopic  hypermetrope o YES 1.0 3.0 a0
P2 preskyopic tmyopeE yes YES ES ES ES

E(Age=young | Tear_Rate=normal) = E(3/3, 0/3) =0
E(Age=pre-presbyopic | Tear_Rate=normal) = E(1/1,0/1) =0
E(Age=presbyopic | Tear_Rate=normal) = E(2/3, 1/3) = 0.92

Gain (S Tear_Rate=normal, Age) =
E(S Tear_Rate=normal) — 3/7 E(Age=young | Tear_Rate=normal)
— 1/7 E(Age=pre-presbyopic | Tear_Rate=normal)
— 3/7 E(Age=presbyopic | Tear_Rate=normal) =
=0.59-3/7*0-1/7*0-3/7*0.92=0.20



Information gain of the attribute Prescription on set Tear_Rate=normal:

Training set

Perzon Age | Prescription |.ﬂ-.stigmati-:|Lenses

P1 young myope no YES R

Pa oLIng My opeE YES YES 0857

PT yoLng hypermetrope Ves YES 7.0 :

P11 pre-preshyopic  hypermetrope no YES h Prescript

) permekap TAYCpE

P17 preshyopic myape [gla] HCx T 000 0750
P19 preshyopic  hypermetrope no YES 20 4.0
P21 preshyopic My ope = YES ES ES

E(Prescription=myope | Tear_Rate=normal) = E(3/4, 1/4) = 0.81
E(Prescription=hypermetropy | Tear_Rate=normal) = E(3/3, 0/3) =0

Gain (S Tear_Rate=normal, Prescription) =
E(S Tear_Rate=normal) — 4/7 E(Prescription=myope | Tear_Rate=normal)
— 3/7 E(Prescription=hypermetropy | Tear_Rate=normal) =
=059-4/7*081-3/7*0=0.13

Information gain of the attribute Astigmatic on set Tear_Rate=normal:

Training set ??ES?
Perzon Age | Prescription |.ﬂ-.st|gmat|-:|Lenses Te.ar Fa
P OLnG Ty OpE o YES S weduced
P5 OLnGg My OpE YEE YES 0.857 1 000
F7 yoLIng hypermetrope | yes YES FAUN 10.0
P11 pre-preshyopic | hypermetrope no YES Aestigrat NO
' ng =
P17 preshyopic myape (] HCx 0750 T 000
P19 preshyopic | hypermetrope no YES 4.0 30
P21 preshyopic myope YES YES ES ES

E(Astigmatic=no | Tear_Rate=normal) = E(3/4, 1/4) = 0.81
E(Astigmatic=yes | Tear_Rate=normal) = E(3/3, 0/3) =0

Gain (S Tear_Rate=normal, Astigmatic) =
E(S Tear_Rate=normal) — 4/7 E(Astigmatic=no | Tear_Rate=normal)
— 3/7 E(Astigmatic=yes | Tear_Rate=normal) =
=0.59-4/7*0.81-3/7*0=0.13

The attribute with the highest information gain on set Tear_Rate=normal is Age with information
gain of 0.20. This attribute is chosen to become the next node of our tree. We recursively continue
to build the tree on subsets of this set according to values of the attribute Age.
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Information gain of the attribute Prescription on set Tear_Rate=normal&Age=presbyopic:

Training set
Perzon | Prescription |.ﬂ-.stigmati|:|Lenses

P17 myape no HO reduced
P19 hypermetrope no YES 1.000
10.0
P myope es YES
HOp i RO
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E(Prescription=myope | Tear_Rate=normal&Age=presbyopic) = E(1/2, 1/2) = 1
E(Prescription=hypermetropy | Tear_Rate=normal&Age=presbyopic) = E(1/1, 0/1) =0

Gain (S Tear_Rate=normal&Age=presbyopic, Prescription) =
E(S Tear_Rate=normal&Age=presbyopic)
— 2/3 E(Prescription=myope | Tear_Rate=normal&Age=presbhyopic)
— 1/3 E(Prescription=hypermetropy | Tear_Rate=normal&Age=preshyopic) =
=0.92-2/3*1-1/3*0=0.25

Information gain of the attribute Astigmatic on set Tear_Rate=normal&Age=presbyopic:

0647
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Training set
Perzon | Prescription |.&51igmatiu:|Lenses

P17 myape no HO
P14 hypermetrope no YES
P21 myape Ves YES

re-preszbyn
1.000 i
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E(Astigmatic=no | Tear_Rate=normal&Age=presbyopic) = E(1/2, 1/12) = 1
E(Astigmatic=yes | Tear_Rate=normal&Age=presbyopic) = E(1/1, 0/1) =0

Gain (S Tear_Rate=normal&Age=presbyopic, Prescription) =
E(S Tear_Rate=normal&Age=presbyopic)
— 2/3 E(Astigmatic=no | Tear_Rate=normal&Age=presbyopic)
— 1/3 E(Astigmatic=yes | Tear_Rate=normal&Age=presbyopic)=
=0.92-2/3*1-1/3*0=0.25

Both attributes Prescription and Astigmatic have the same information gain of 0.25. The ID3
algorithm would choose one of them for the next node (implementations usually take the first one).
If we choose the attribute Prescription, the only remaining attribute is Astigmatic, which finally
splits the dataset into “clean” subsets with entropy zero.
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If we choose the attribute Astigmatic, the only remaining attribute is Prescription, which also splits
the dataset into “clean” subsets with entropy zero.
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We use the former tree and test its performance on the testing set.

Testing set RE&AL || PRECICTED
Person Age Prescripgtion | Astigmatic | Tear_Rate |Lenses| Lenses
P3 yaung by permetrope no narmal YES YES
P |pre-presbyopic myope no narmal YES YES
P12 |pre-presbyopic (Fypermetrope no reduced HO HO
P13 |pre-presbyopic MYy ope yES narmal YES YES
P15 |pre-presbyopic |hypermetrope = narmal HO YES
P16 |pre-presbyopic |hypermetrope yes reduced HO HO
P23 preshyopic  |hypermetrope Yes narmal HO YES
Confusion matrix predicted Classification accuracy is
Lenses=YES | Lenses=NO | CA = (TP + TN)/(TP+TN+FP+FN)
S | Lenses=YES | TP=3 FN=0 =517
& =0.71
Lenses=NO FP=2 TN=2
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